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Abstract - This paper focuses on the prediction of calories burned during exercise using machine learning techniques. Due to a 

growing number of obesity and overweight people, a healthy lifestyle must be adopted and maintained. This study explores and 

compares several machine learning regression models namely LightGBM, XGBoost, Random Forest, Ridge, Linear, Lasso, and 

Logistic to assess their calories burned prediction performance that can be used in systems such as fitness recommender systems 

supporting a healthy lifestyle. Our findings show that the LightGBM for predicting calorie burn has a good accuracy of 1.27 mean 

absolute error, giving users reliable recommendations. The proposed system has a good potential in assisting users in reaching their 

fitness objectives by offering precise and tailored advice. 

Keywords— Exercise, machine learning, prediction, calories burn, recommender system 

Received: 15 June 2023; Accepted: 23 September 2023; Published: 16 February 2024 

I. INTRODUCTION 

Over the last few years, technology has improved the convenience and connectivity of our lives, but it has also had a 

negative impact on our health and wellbeing. Increased rates of obesity, heart disease, and other chronic health issues 

are a result of long workdays, sedentary lives, and a lack of physical activity. These disorders can have a substantial 

negative effect on general health and quality of life, as well as raise the price of healthcare. According to [1], the 

environment and lifestyle factors, like physical activity and eating habits, are also thought to be of vital relevance, 

even though genetics play a significant part in obesity. In addition, people who are less active may experience muscle 

deterioration and slowed metabolism, which makes it more difficult for them to maintain a healthy Body Mass Index 

(BMI). In an article by [2], there are ways to reduce overweight and obesity such as engaging in regular physical 

activity for 150 minutes a week for adults. Therefore, exercise is very important to everyone, especially for those who 

are obese and overweight.  

According to the World Health Organization (WHO) [3], Malaysia has the highest rate of obesity and overweight 

among Asian countries with 64% of men and 65% of women being fat or overweight. As stated in [4], overweight and 

obesity cases are rising throughout the nation at an alarming rate right now. Exercise is an essential part of a healthy 

lifestyle and to have a good BMI. Exercise increases energy expenditure, which directly affects the number of calories 

burned by the body. Regular exercise can help balance calorie intake, regulate weight, and enhance general health. 

https://doi.org/10.33093/jiwe.2024.3.1.12
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://journals.mmupress.com/jiwe
https://journals.mmupress.com/jiwe
https://journals.mmupress.com/jiwe


Journal of Informatics and Web Engineering              Vol. 3 No. 1 (February 2024) 

183 
 

However, due to a lack of information, motivation and support, many people with obesity find it difficult to start and 

stick with an exercise programme.  

Knowing how many calories are burned while exercising might help people make more informed diet and exercise 

choices. Calories burned can be estimated by a number of methods such as metabolic equations [5], heart rate [5], 

wearable fitness trackers [6], and advanced sensors [7] by taking into account characteristics such as age, gender, 

weight, height, activity type, heart rate, exercise duration and intensity. Prediction of calories burned can be made 

using machine learning predictive models.    

In this paper, we propose the use of LightGBM for predicting the amount of calories burned during exercises. It is 

compared to several machine learning algorithms namely XGBoost Regression, Random Forest Regression, Ridge 

Regression, Linear Regression, Lasso Regression and Logistic Regression. These machine learning algorithms will 

be applied on a dataset that is obtained from Kaggle. By accurately predicting the calories burned during exercise, 

individuals can have a better understanding of their physical activity and make informed decisions to achieve their 

health goals. This study aims to provide individuals with a reliable and accurate tool for estimating the calories 

expended during physical activities. 

 

II. LITERATURE REVIEW 

In multiple attempts to assist the consumer in losing their weight and gaining a healthy BMI, there have been several 

machine learning techniques introduced to predict calories burn. 

A. Calories Burned Prediction Models 

Maintaining a healthy lifestyle has grown more crucial in today's fast-paced environment. Managing our calorie intake 

and making sure we engage in adequate physical activity to burn enough calories is a crucial component of living a 

healthy lifestyle. However, it can be difficult and confusing to anticipate how many calories would be burned during 

diverse activities. In order to overcome this obstacle, scientists and health enthusiasts have created cutting-edge 

techniques for estimating calorie expenditure based on several variables like body weight, exercise type, duration, and 

intensity. These techniques are intended to provide people with a better knowledge of how much energy they use and 

to help them set reasonable fitness goals, create efficient workout schedules, and monitor their progress.  

This study's goal is to provide an overview of calorie burned prediction based on machine learning regression models 

namely XGBoost, Linear, Random Forest, Lasso, Logistic, Ridge and LightGBM, which will be investigated. By 

analysing the advantages and disadvantages of these methods, the study aims to provide valuable insights into the 

current state of calorie burn prediction. 

B. XGBoost Regression 

Due to its remarkable performance and adaptability in regression problems, the XGBoost regression has attracted 

significant interest and popularity in the field of machine learning. For calories burned prediction, it has been used in 

works by [8], [9] and [10]. Extreme Gradient Boosting, or XGBoost, is an approach for ensemble learning that 

combines regularisation methods with the strength of gradient boosting algorithms. According to [8], the XGBoost 

algorithm performs well since it has robust handling of many varieties of data types, relationships, distributions, and 

the many hyperparameters that you can fine-tune.  

A wide variety of regression issues can be solved using XGBoost because of its capacity to handle various data formats 

and recognize sophisticated patterns. XGBoost keeps all intermediate calculations in cache so that we don’t have to 

do the same calculation again and again [8]. XGBoost Regression is also known for its performance of managing 

missing values, handling category and numeric features, and efficiently handling overfitting. XGBoost has regularly 

shown higher performance than other regression models such as linear regression [9,11]. Although the XGBoost 

regression is a good model, there are still some limitations to it. XGBoost requires very careful tuning of 

hyperparameters to get good performance. Other than that, XGBoost makes use of a collection of decision trees, which 

can use up a lot of memory, especially when working with deep trees or big feature areas. 

C. Linear Regression 
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Linear Regression is a supervised learning algorithm and has been used for calories burned prediction by [8], [11] and 

[12]. A dependent variable is related to one or more independent variables using the basic statistical modelling 

approach known as linear regression. Linear regression model is used to identify the linear relationship of the input 

variables and output variables [11]. The dependent variable can be predicted using the independent variables and the 

model's estimated coefficients for the slope and intercept of the line. The coefficients are estimated using a variety of 

methods, such as gradient descent, maximum likelihood estimation, and ordinary least squares (OLS).  

By reducing the sum of squared residuals, these methods help the model accurately represent the underlying linear 

relationship. Numerous industries, including economics, finance and healthcare use linear regression extensively. 

There are some limitations in this machine learning model such as the assumptions of linearity, independence of 

mistakes, and homoscedasticity. Additionally, issues with multicollinearity, outliers, missing data, and residual non-

normality are also some of the limitations that will affect the validity dependability of linear regression analysis. 

D. Random Forest Regression  

Random Forest Regression is a powerful ensemble learning method that combines the advantages of decision trees 

and the efficiency of ensemble techniques. Ensemble learning is a method that combines predictions from different 

machine learning algorithms. [11] states that it achieves a higher prediction accuracy than using a single model. Due 

to its adaptability and reliable performance, Random Forest Regression has found extensive applications across 

industries such as banking, healthcare and marketing. 

High prediction accuracy, robustness against outliers and noise, and the capacity to handle big datasets with high-

dimensional feature spaces are just a few benefits of Random Forest Regression. According to [11], Random Forest 

has outperformed linear regression and ridge regression with the lowest mean absolute error of 1.81 calories burned 

predictions. The limitations of random forest regression are memory hungry, parameter sensitive and limited 

extrapolation capability. Random forest regression can be memory hungry when working with huge datasets. The 

number of resources required to build numerous decision trees and store their structures in memory may restrict the 

algorithm's capacity to scale in some situations. 

E. Lasso Regression 

A popular regression method that combines the advantages of regularisation with linear regression is called lasso 

regression, also known as least absolute shrinkage and selection operator or L1 regularisation. This particular type of 

regression is well-suited for models showing high levels of multicollinearity or when you want to automate certain 

parts of model selection, like variable selection/parameter elimination [10]. By adding a regularisation term to the 

conventional linear regression model, lasso regression produces a more reliable and economical solution.  

Due to its capacity to manage high-dimensional data and choose pertinent characteristics, lasso regression has found 

extensive use in a variety of fields, including calories burned prediction [10]. Lasso regression has been used in the 

world of finance for credit scoring, risk prediction, and portfolio optimization. 

F. Logistic Regression 

Authors in [10] also compare another model called logistic regression for calories burned prediction. This model is a 

useful analysis method for classification problems to determine if a new sample fits best into a category [10]. Logistic 

regression is known for modelling binary or categorical outcomes. It estimates the likelihood of an event happening 

in the future from a set of predictor factors. The linear combination of predictors is transformed into a probability 

between 0 and 1 using the logistic function, also referred to as the sigmoid function. The outcome variable and the 

predictors are related in a certain direction and to a certain extent, as shown by the model's estimated coefficients.  

Although effective, logistic regression has certain drawbacks. It presupposes that there is a linear relationship between 

the predictor factors and the outcome's log-odds. More complicated models might be needed for nonlinear 

connections. Research is also required to deal with multicollinearity problems and handle missing data in logistic 

regression. 

G. Ridge Regression 

A common regularisation method in linear regression is ridge regression. Ridge regression is applied to data with 

multi-collinearity [11]. Ridge regression adds a penalty term to the least squares objective function to improve as a 

linear regression.  The penalty term, controlled by a tuning parameter lambda (λ), imposes a constraint on the sum of 
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squared coefficients, shrinking them towards zero. By dispersing the influence of correlated predictors, this method 

successfully lessens the effect of multicollinearity.  

Ridge regression has been used in a wide range of applications due to its ability to manage multicollinearity and 

improve prediction accuracy. It has been extensively employed in sectors like banking, economics, and healthcare. In 

[11], it has been used for predicting calories burned. The limitations of ridge regression are sensitive to feature scaling 

and limited handling of outliers. All predictors are seen as being on a comparable scale in Ridge regression. Different 

scales or units between the predictors can produce skewed values and impact the regularisation procedure. Ridge 

regression is sensitive to outliers in the data. Results may be skewed as a result of outliers' excessive influence on the 

computed coefficients. 

H. LightGBM Regression 

LightGBM (Light Gradient Boosting Machine) is a popular machine learning algorithm that is a part of the gradient 

boosting framework. It uses a gradient-based optimization strategy that aims to reduce the loss function by including 

trees gradually. LightGBM can significantly outperform XGBoost and SGB in terms of computational speed and 

memory consumption [12]. Due to its capacity to manage big datasets, high-dimensional features, and intricate 

interactions, the LightGBM regression has become more popular across fields such as finance, e-commerce and 

marketing. The limitations of LightGBM Regression are potential overfitting, limited handling of missing data and 

limited performance on small datasets. LightGBM Regression requires sufficient regularisation to prevent overfitting.  

Due to the algorithm's capacity for creating complicated models, training data may contain noise or outliers that cause 

the system to perform poorly on unobserved data. LightGBM regression does not directly deal with missing data and 

may need to use preprocessing or imputation methods to deal with missing values effectively. In order to prevent 

biassed results or model instability, missing data should be managed before the method is used. Larger datasets tend 

to yield better results for LightGBM regression due to its capacity for high-dimensional feature spaces. In comparison 

to other algorithms that are better suited for small sample numbers, the method may struggle to detect significant 

patterns or generalise well on tiny datasets. 

I. Proposed Work 

After conducting the literature review, it was found that there are two limitations that need further improvement. One 

is the lack of machine learning models to predict calories burned during exercise and another one is the lack of 

comparison between every machine learning model. Lack of machine learning models in prediction of calories burned 

is a very crucial problem as there might be another better machine learning algorithm that can make a more accurate 

prediction for calories burned.  

Other than that, comparison between every machine learning model is very important in order to find the difference 

and the best machine learning model to predict the calories burned. In a previous paper by [8], XGB Regression is 

often being compared with only one other machine learning algorithm.  

After identifying the limitations in previous research, the proposed work aims to provide a solution to the challenges. 

An existing machine learning repression algorithm, LightGBM, is proposed in this work to predict the calories burned. 

Based on our literature search, LightGBM regression has not been used for such a purpose. Additionally, we contrast 

the suggested regression model with six additional models: XGBoost, Linear, Random Forest, Lasso, Logistic, and 

Ridge. 

 

III. METHODOLOGY 

The goal of this study is to gather a suitable dataset for our machine learning models to be trained to predict calorie 

burn. The workflow is adapted from [13], which is shown in Figure 1. Data preprocessing will be done with the 

collected records to ensure data quality. After that, the data will be trained using the prepared dataset. In this 

comparison, XGBoost regression, linear regression, lasso regression, logistic regression, ridge regression, random 

forest regression and LightGBM regression will be used. 
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Figure 1: Work flow adapted from [13] 

 

A. Data Collection 

As the quality and accuracy of the data collected can have a considerable impact on the study’s findings, data collection 

is an important step in the research process. In this research work, the dataset is collected from a publicly available 

Kaggle1dataset. The data collected is categorical and numerical. 

B. Data Preprocessing 

In this study, a dataset containing 15000 instances and 7 attributes from Kaggle are used. It includes the person's 

height, weight, age, gender, body temperature, heart rate and workout duration. The detail of the dataset is depicted in 

Table 1. 

Table 1. Attributes and values for data 

Attribute Value 

Gender Male for 0, female for 1 

Age The person’s age in years 

Calories Total amount of calories burned during workout 

Height The person’s height in centimeters 

Weight The person’s weight in kilograms 

Heart_Rate Average heart rate during workout  

Body_Temp Average body temperature during workout in degree celsius 

Duration Total time used to workout in minutes 

 
1 https://www.kaggle.com/datasets/fmendes/fmendesdat263xdemos 
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B. Data Analysis 

The process of gathering, modelling, and analysing data is known as data analysis [14]. The data analysis phase is an 

important part of this study since it offers understanding of the dataset, ensures data quality, and makes it easier to 

choose and assess machine learning algorithms for estimating calories burned during exercise. The outcomes of this 

phase's research will further our knowledge of the relationships between numerous variables and improve our ability 

to forecast calorie burn accurately. 

C. Gender Distribution 

Gender distribution shown for this data in the pie chart is very equally distributed. Male has 50.35% and female has 

49.65% as can be seen in Figure 2. 

 

 

 

Figure 2: Gender distribution 

 

D. Age Distribution 

The age in the plot exhibits a positively skewed distribution, with most data points concentrated between 20 to 50 

years. Understanding the characteristics of this column is essential for various analytical purposes and can guide 

further exploration and analysis of the dataset. From the age plot in Figure 3, it also shows that the older the age, the 

fewer the people who perform the workout. 
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Figure 3: Age distribution 

E. Correlation Heatmap 

The heatmap (Figure 4) shows a strong positive correlation between calories and body temperature, heart rate, and 

duration. This means that increased body temperature, increased heart rate, and prolonged physical activity are all 

linked to increased calorie expenditure. 

 

 

Figure 4: Correlation heatmap 
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F. Model Selection & Model Training 

There are a lot of machine learning models that are compared to get the best machine learning models to predict the 

calories burned based on the data. These models are LightGBM, XGBoost, linear regression, logistic regression, lasso 

regression, ridge regression, and random forest regression. 

G. Evaluation 

After the model selection and model training, the performance of the calories burned prediction models is evaluated 

using a scale-dependent metrics that is based on absolute errors. The mean absolute error (MAE) measures the 

magnitude of the absolute errors between the predicted value and the actual value. MAE is defined as in Eq (1) [15].  

𝑀𝐴𝐸 =
1

𝑛
∑ |𝐷𝑝𝑟𝑒 − 𝐷𝑎𝑐𝑡|
𝑛
1       (1) 

where n denotes the amount of data collected, Dact denotes the variable's actual value, Dpre denotes its predicted value. 

The MAE has a range of 0 to + whereby the lower the MAE value, the prediction model is more accurate [15].  

 

IV. RESULTS 

The analysis of this dataset was conducted to forecast the number of calories burned based on the activity time as well 

as the gender, age, body temperature, and heart rate at various points during the workout. All these seven machine 

learning algorithms models were compared to find the model with least MAE which provides the most accurate 

prediction data as shown in Table 2. Therefore, the best model is LightGBM regression with the MAE of 1.27 as can 

be seen in Table 3. 

 

Table 2. Predicted and expected calories burned for each machine learning model 

Machine Learning Model Data Input Predicted 

Calories Burned 

Expected 

Calories Burned 

LightGBM Regressor (1,39,156.0,62.0,28.0,104.0,40.8) 170.63 170.0 

XGBoost Regressor (1,39,156.0,62.0,28.0,104.0,40.8) 170.75 170.0 

Random Forest Regression (1,39,156.0,62.0,28.0,104.0,40.8) 170.88 170.0 

Lasso Regression  (1,39,156.0,62.0,28.0,104.0,40.8) 173.60 170.0 

Logistic Regression (1,39,156.0,62.0,28.0,104.0,40.8) 174.0 170.0 

Ridge Regression (1,39,156.0,62.0,28.0,104.0,40.8) 174.33 170.0 

Linear Regression (1,39,156.0,62.0,28.0,104.0,40.8) 174.33 170.0 
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Table 3. Comparison of different regression models including our proposed model 

Machine Learning Model Mean Absolute Error (MAE) in Calories 

LightGBM Regressor 1.27 

XGBoost Regressor 1.48 

Random Forest Regression 1.68 

Ridge Regression 8.39 

Linear Regression 8.39 

Lasso Regression  8.39 

Logistic Regression 15.39 

 

V. CONCLUSION 

Various machine learning algorithms to predict calorie burn during exercise as well as the advantages and 

disadvantages have been compared. To assist people in establishing and maintaining a healthy lifestyle, precise 

estimations of calories burned during physical exercise are required due to the rising incidence of obesity and 

overweight around the world. 

The literature review provided insights into various machine learning regression models for predicting calories burned, 

each with advantages and disadvantages in terms of performance, handling of missing data, scaling, and handling of 

outliers. This work proposed using the LightGBM regression model, which has demonstrated excellent results in 

handling huge datasets to solve the limitations of earlier studies.  

The methodology included collecting data from Kaggle, preparing the data to ensure data quality, analysing the data 

to learn more about the dataset, choosing a model, and then training the model using the selected machine learning 

algorithms. The accuracy and efficiency of the models were evaluated using metrics, namely mean absolute error. 

By comparing the performance of the machine learning models, valuable insights can be gained by contrasting their 

performance. The findings can then be used in a recommender system such as [16], [17] and [18] to accommodate 

individuals who are obese or seeking to live a healthy lifestyle in terms of exercise intensity and duration. It can also 

provide useful information on other areas such as in predicting travel insurance purchases that has been conducted by 

[19] as well as for the classification of ECG heartbeat [20].  

LightGBM, XGBoost, Linear, Lasso, Logistic, Ridge and Random Forest regression models are used to predict the 

precise number of calories burned, which depends on a variety of variables. Based on the analysis and the evaluation 

metric, LightGBM regression has the lowest mean absolute error (MAE) of 1.27. The LightGBM regression is thus 

the most accurate model for estimating calories burned. 

The results of this study will further enhance the understanding of calorie burn prediction and help people manage 

their weight and lead healthy lives. To improve the precision and reliability of predictions regarding calorie burn, 

more studies can be done to examine additional machine learning techniques or optimise the current models. 
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