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Abstract - Social media such as Facebook, Instagram, LinkedIn, and Twitter ease the sharing of ideas, thoughts, videos, and photos 

and information through the building of virtual networks and communities. This has allowed companies and products to reach a 

wider audience in terms of marketing and advertising, and to gauge feedback from the public. This research investigates clothing 

brand mentions on Twitter to perform sentiment analysis on users’ thoughts on three clothing brands, namely Asos, Uniqlo and 

Topshop. The data is collected by applying python libraries, Tweepy to access data from the Twitter streaming API.  Following 

that, data pre-processing such as tokenization, filtering, stemming, and case normalization are performed to remove outliers.  Then, 

the TextBlob algorithm is applied to label the tweet data into three classes; Positive, Negative and Neutral based on the polarity of 

the tweets. Word embeddings are also created using Word2Vec with TF-IDF. The word embeddings are fed into classification 

models namely Support Vector Machine (SVM), Naïve Bayes (NB), Random Forest (RF), Logistic Regression (LR) and Multilayer 

Perceptron (MLP) by comparing their accuracy performances.  The models went through training and testing process on a curated 

tweet dataset comprising 24000 records with three clothing brands (Asos, Uniqlo, Topshop). The classification process was carried 

out by SVM, NB, RF, LR and MLP with a ratio of 50-50 and 70-30 train-test splits. Hyperparameter tuning was implemented by 

GridSearchCV to find the best parameters of classification models in order to optimize the best results.  The evaluation of 

performance was measured with accuracy, precision, recall and F1-Score. In the 50-50 train-test splits, LR achieved the highest 

accuracy by scoring 82%, 87% and 87% on Asos, Uniqlo and Topshop respectively. In the 70-30 train-test splits, LR also achieved 

highest accuracy by scoring 85%, 90% and 90% for the three clothing brands respectively.  
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I. INTRODUCTION  

As the number of reviews of product rapidly grows through social media, analyzing it through natural language 

processing can be very beneficial and useful tool instead of looking through each review manually. Sentiment analysis 

is intended to define the sentiment and polarity of a portion of text [1]. Generally, language phrases are under two 

forms of statement, such as fact statement and a non-fact statement, Those statements are identified as objective and 

subjective in categorical phrases. Facts or objective phrases are related to events entities and their properties. In 

contrast, non-fact statement is typically related to a person's emotions, feelings, or thoughts.   

This project aims to investigates clothing brand mentions on Twitter to perform sentiment analysis on users’ thoughts 

on three clothing brands, namely Asos, Uniqlo and Topshop.  The proposed system can monitor the consumer 

reactions and feedback on new products that are freshly launched in the market.  It is able to help companies to react 

on the feedbacks in a fast manner and take them as the reference for their future products. It can also help the consumers 

to compare various brands on similar products and determine the best choice of their preferences. 
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II. LITERATURE REVIEW  

A. Related work  

Azzouza et al. [2] proposed a real-time application approach that is able to explore and track thoughts on Twitter by 

utilizing Apache Storm. The application offers various thoughts' representations by dynamic graphic visualizations 

and able to suggest appropriate keywords on the topic of same interest. 

Paltoglou et al. [3] developed an instinctive, non-domain, unsupervised lexicon-based method, which is able to 

estimate the degree of emotional strength from the texts. The system can make prediction on keywords by 

implementing on two distinct but paired contexts: subjectivity discovery and polarity categorization.   

Abdullah et al. [4] performed sentiment analysis from Netno-graphy data that were gathered from various social media 

platforms.  They applied AYLIEN, Monkey-learn and Text Analysis API in order to obtain five classes of sentiment 

polarities, namely Positive, Negative, Sarcastic, Ideology and Neutral sentiments. 

Fronzetti Colladon et al. [5] applied Semantic Brand Score to visualize 206,000 tweets for the mentions of the fashion 

brands Fendi, Gucci and Prada.  They determined Gucci dominated the discourse, with highest values of prevalence, 

variety, and connectivity.  

Yuan et al. [6] proposed a framework that combines three elements from images, posted texts and fashion attributes 

as modality to be encoded respectively, and then merged as a multimodal composer.  They collected over 12k fashion 

related data from Instagram using a set of pre-defined hashtags to perform the sentiment analysis. 

Liu et al. [7] visualized the consumers’ clothing consumption progression during the COVID-19 global pandemic in 

2020 from 68,511 relevant tweets. They incorporated the perspectives of lifestyles and tension handling to analyse 

consumers’ reactions to clothing consumption.  

Choi et al [8] performed semantic network analysis on tweets to find out the impact of social media, influencers, 

fashion brands, designers that were mentioned in all four major cities (London, Paris, Milan, and New York) during 

the 2019 Fall/Winter Fashion Week. Their work provided valuable data for allowing fashion retailers to improve their 

marketing tactics. 

B. Sentiment classification and feature selection   

Logistic Regression (LR) is a binary linear regression model that is mainly driven by the posterior probability of each 

class [9].  LR is a great starter algorithm for text related classification and is able to perform well even in an imbalanced 

dataset [10].  

SVM is capable of developing the best possible border, a line known as a hyperplane to separate dimensional spaces 

into difference clusters or classes [11]. SVM will locate the hyperplane that will correctly differentiate those classes. 

The best hyperplane obtained will be the one that maximizes the margins from different classes.  

Naïve Bayes (NB) is formed with the Bayes’ rules of conditional probability and holds superior capabilities in 

performing well in a large dataset [12]. Based on the Bayes’ rules, NB estimates the probability of a property by giving 

a set of records as verification. The posterior is calculated from the prior or likelihood of property and separable by 

its evidence. 

Multilayer Perceptron (MLP), a form of Artificial Neutral Network (ANN) can provide better accuracy rate in a 

shorter time frame [13]. It applies a feedforward architecture by connecting the perceptron from the input to the 

output in one direction with several routes. Basically, it has 3 layers including input layer, output layer and one 

hidden layer. If it has more than 1 hidden layer, it is called a deep ANN. 

Random Forest (RF) runs by forming a variety of decision trees during the training with certain parameters 

setting.  It has been widely used in machine learning due to its capability to handle multiclass classification, 

resistance to outliers, smaller number of parameters to tune and accept embedded feature selection [14].   

Feature selection is a tool for dimensionality reduction where it decreases the number of extracted features of a 

dataset in order to increase the classification performance.  Redundant features in a dataset can defeat a machine 
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learning classifier and might diminish its efficiency [15]. In the research work by Tang et al. [15] on a medical 

dataset, feature selection can successfully distinguish and enhance overall evaluation metrics. 

 

III. RESEARCH METHODOLOGY  

In this paper, the research work consists of five phases, namely Tweet data extraction, text labelling, data pre-

processing, sentiment classification and confusion matrix. The flow of the processes is shown in Figure 1. 

 

Figure 1. Phases of the study 

A. Tweet extraction 

24,000 (8000 x three clothing brands) tweets were extracted by applying python libraries, Tweepy to access data from 

the Twitter streaming API.  The three clothing brands are Asos, Uniqlo and Topshop. 

 

B. Data pre-processing 

Data pre-processing such as tokenization, filtering, stemming, and case normalization were performed to remove 

outliers and split the paragraph into a one-word window. 

Tokenization is a process where text is split into several words. The definition of tokenization is that small tokens are 

created from large phrases or text to be further analyzed. For example, given a sentence “the man is wearing Topman 

shorts”. The expected output after tokenization will be ‘the’, ‘man’, ‘is’, ‘wearing’, ‘Topman’ and ‘shorts’. 

In the case of normalization, the input were converted to lower case, so that misinterpretation could be minised during 

the classification process. In stemming, the first few letters or last few letters were sliced to reach the source term of 

the words. For instance, a word such as wearing is stemmed as wear only as the suffix and prefix are removed. 

During the filtering process, stop words were removed. For instance, given a tweet of sentence ‘That is a Jordan 1’, 

‘a’ and ‘is’ is a stop word. Upon going through the filtering process, stop word is removed and the sentence will later 

then be updated as ‘That Jordan 1’. 

 

C. Text labelling 

The TextBlob algorithm was applied to label the tweet data into three classes; Positive, Negative and Neutral based 
on the polarity of the tweets. Figure 2 shows the output from the labelling process. 
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Figure 2. Output from the labelling process 

D. Word embeddings 

This research work utilized Word2Vec to perform word embedding. Word2Vec by Mikolov et al. [16] is a word 

embedding method that comprises of two structural models, namely Skip-gram and Continuous Bag-of-Words. As 

the Skip-gram structure has been shown better results in comparison to Continuous Bag-of-Words [16], this work 

utilized the Skip-Gram structure. Word embedding was performed in order to convert the tweets into floating-point 

numbers, which were stored in a high dimension array as a dictionary. Then, 300-dimension word vectors were 

generated from the high dimension array.  

E. Design of Experiment  

 

Five supervised machine learning models were implemented which were SVM, NB, RF, LR and MLP with 70-30 and 

50-50 train-test splits. The experiments were evaluated with 10-fold cross validation. Experiments were carried out 

on all the three clothing brands (Asos, Uniqlo, Topshop), and each individual brand respectively. GridSearchCV was 

applied to perform hyperparameter tuning for results optimization. The performance metrics were accuracy, F1-Score, 

precision, and recall. Boruta feature selection algorithm was applied to select the features that positively contribute to 

the classification accuracy. The performance metrics were rate of accuracy, F1-Score, precision, and recall. 

 

V. RESULTS AND DISCUSSIONS  

The experiments results are shown in Tables 1 to 4.  
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Table 1. Performance evaluation on all three clothing brands with 70-30 and 50-50 train-test split 

 Train-test split ratio 
 

 70-30 
 

50-50 
 

Classifier Accuracy 
(%) 

F1-Score 
(%) 

Precision 
(%) 

Recall 
(%) 

Accuracy 
(%) 

F1-Score 
(%) 

Precision 
(%) 

Recall 
(%) 

SVM 81 84 79 89 79 82 78 87 
NB 69 73 71 76 66 71 69 73 
RF 77 80 72 98 79 82 78 87 
LR 79 82 77 88 84 87 81 94 

MLP 76 79 76 82 74 76 74 78 

 

Table 2. Performance evaluation on Topshop with 70-30 and 50-50 train-test split 

 Train-test split ratio 
 

 70-30 
 

50-50 
 

Classifier Accuracy 
(%) 

F1-Score 
(%) 

Precision 
(%) 

Recall 
(%) 

Accuracy 
(%) 

F1-Score 
(%) 

Precision 
(%) 

Recall 
(%) 

SVM 82 85 81 89 80 83 79 89 
NB 74 77 76 77 72 76 72 75 
RF 83 85 81 88 81 84 79 87 
LR 90 92 86 97 87 88 83 96 

MLP 78 79 79 81 76 78 76 80 

 

Table 3. Performance evaluation on Uniqlo with 70-30 and 50-50 train-test split 

 Train-test split ratio 
 

 70-30 
 

50-50 
 

Classifier Accuracy 
(%) 

F1-Score 
(%) 

Precision 
(%) 

Recall 
(%) 

Accuracy 
(%) 

F1-Score 
(%) 

Precision 
(%) 

Recall 
(%) 

SVM 85 85 87 84 85 85 87 84 
NB 76 76 86 71 73 73 83 68 
RF 80 80 70 95 76 76 69 91 
LR 90 90 91 91 87 87 86 90 

MLP 84 84 89 81 81 81 85 77 
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Table 4. Performance evaluation on Asos with 70-30 and 50-50 train-test split 

 Train-test split ratio 
 

 70-30 
 

50-50 
 

Classifier Accuracy 
(%) 

F1-Score 
(%) 

Precision 
(%) 

Recall 
(%) 

Accuracy 
(%) 

F1-Score 
(%) 

Precision 
(%) 

Recall 
(%) 

SVM 81 84 81 87 85 85 87 84 
NB 69 74 72 76 68 73 70 75 
RF 75 80 67 98 74 79 66 98 
LR 85 88 83 94 82 85 81 91 

MLP 74 77 80 74 72 73 69 78 
 

In the experiments carried out on all the three clothing brands (Asos, Uniqlo, Topshop), LR scored the highest accuracy 

with a score of 84% on the total number of tweets in the 50-50 train-test split. Meanwhile, SVM with polynomial 

kernel scored the highest accuracy with a score of 81% on the total number of tweets data in the 70-30 train-test split. 

In the experiments carried out on individual clothing brand, LR achieved the highest accuracy with scores of 82%, 

87% and 87% on three individual clothing brands (Asos, Uniqlo and Topshop) respectively in 50-50 train-test split. 

LR also achieved highest accuracy with scores of 85%, 90% and 90% for the three clothing brands respectively in 70-

30 train-test split. 

It has been shown that the more data can be employed in the training, the higher the accuracy that can be achieved.  

The accuracy of the classifiers are shown to be higher in the classification for individual brand compared to having to 

classify the three clothing brands together. 

 

VI. CONCLUSIONS  

The paper compared the performance of sentiment classifiers on tweets of three clothing brands with five classifiers. 

As the study looks at only 20000 tweets of three clothing brands, more tweets will be included to determine the 

robustness of the classifiers in future. 
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