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Abstract - Data quality varies dramatically from source to source, even within the same domain. Given these challenges, data source 

selection has emerged as a crucial step in information integration. It demands efficient and scalable approaches that can handle 

massive data volumes while ensuring the quality of results. Adapting the ACO algorithm to solve the data sources selection 

problems may lead to inconsistent computational time if the data sources provided are vary in quality. These challenges bring the 

issues of time consuming in selecting the required data sources. However, how much the computational time needed in solving the 

data sources selection is depending on the type of data quality. Hence, in this article, the impact of quality type of data towards 

computational time is examined in solving the data sources selection problems. For the methodology used, there are five steps need 

to be followed which are first collect data set, second import the data sources to the data sources selection model, third implement 

the ACO algorithm, fourth obtain the computational time and lastly compare the results. The experiment shows that low-quality 

data set achieve higher computational time compared to the high-quality data set which achieve the minimum computational time 

by 3.38 % faster. The results obtained in this experiment shown that the quality type of data has given an impact to the computational 

time of ACO algorithm. The results also clearly show the contribution of high-quality data set in minimizing computational time 

in the selection process. The validation on quality type of data with computational time is to clarify the importance of selecting a 

good quality data to save the computational time. 
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1. INTRODUCTION  

The digital world has experienced an explosion in the volume and variety of data, ushering in the era of big data and 

open data [1]. This phenomenon is characterized by an unprecedented growth in the number of data sources, 
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potentially scaling to tens of millions, far exceeding traditional information integration scenarios [1]. Data is now 

considered as vital as “new oil,” underpinning data-driven decision-making in diverse fields, from public health (as 

seen during the COVID-19 pandemic) to business operations [2]. 

However, this massive influx of data comes with new features and challenges. Data quality varies dramatically from 

source to source, even within the same domain [1], [3]. This heterogeneity includes differing conceptual, contextual, 

and typographical representations [1] and even the ambiguous nature of language in fields like healthcare contributes 

to data quality issues [4]. There's a high probability of overlapping information among numerous data sources, partly 

because some sources may copy data from others [1]. 

Given these challenges, data source selection has emerged as a crucial step in information integration [1], [3]. It 

demands efficient and scalable approaches that can handle massive data volumes while ensuring the quality of results 

[3]. The goal of source selection is to optimize decision quality by using high-quality (HQ) data, as poor data can lead 

to erroneous results and financial losses [2]. 

The data source selection problem is generally NP-hard [3], meaning exact solutions are computationally intensive 

for large data sets. Therefore, research focuses on developing efficient and scalable approximate algorithms. Therefore, 

the Ant Colony Optimization (ACO) algorithm is utilized to solve the problems. 

Adapting the ACO algorithm to solve the data sources selection problems may lead to inconsistent computational time 

if the data sources provided vary in quality. These challenges bring the issues of time consuming in selecting the 

required data sources. However, how much the computational time needed in solving the data sources selection is 

depends on the type of data quality. Hence, in this article, the impact of quality type of data towards computational 

time is examine in solving the data sources selection problems. 

 

2. LITERATURE REVIEW  

The quality of data intensely impacts data-driven decision-making across various sectors [5] and become essential 

part for efficient decision-making [6]. HQ data is needed in data analytic to make the data become interpretable and 

more trustworthy, then will lead to meaningful and accurate decisions-making [5]. Other than that, HQ data is 

important for modern application like artificial intelligence (AI) and for decision-making processes across various 

industries [7], [8]. HQ is defined as which data meets the needs and requirements setup by a business or organization 

and is accepted for usage in required that business processes [9], [6]. There are key dimensions of HQ data include 

accuracy, completeness, and consistency which often highlighted to define the degree of data quality [7]. However, 

the demand for data in various applications are increasing rapidly where brings significant challenges towards its 

quality [7]. Meanwhile, poor data quality, frequently referred to as “dirty data,” can affect the effectiveness of 

optimization models and lead to negative results or outcomes [9], [10], [11]. 

Furthermore, the impact of poor data quality in decision-making process may lead to erroneous results. Poor data 

quality also can lead to incorrect results and outcomes, especially in optimization models that involve on large data 

sets which used for training and testing [2], [4]. However, if the data used to train optimization models, are collected 

by incapable algorithms, or contain errors, the prediction results can be masked, therefore making it difficult to 

differentiate between correct and incorrect outcomes [4]. Other than that, the critical impact of data quality problems 

creates to an increasing amount of unusable data [12]. Furthermore, poor data quality can make running time increased 

for algorithms because of the uncertainty, irrelevant and redundant features also complexity in that data [11], [13]. 

To prevent these impacts, data source selection is a crucial step in demanding efficient and scalable algorithms [1]. 

Optimization is a pervasive technique that has been applied across numerous fields including data source selections. 

Which is fundamentally a process or technique of improving or enhancing a model, system, or method to complete a 

more optimal outcome [14]. This often involves a thoughtful effort to increase desirable characteristics and or 

minimize undesirable ones [15] 

In this big data era, to make a subset selection of data sources from massive and various selections is a key to 

optimization problem. This involves balancing the efficiency by scaling to large source amounts and effectiveness in 

terms of data quality and source overlapping [3]. However, to access all the data sources is costly and quite impossible, 

Therefore, by selecting a small amount of HQ data sources and relevant data sources is important to achieve better 

efficiency and effectiveness [1]. 
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The optimization technique is a viable method in solving selection problem since it seeks to maximize output and 

minimize computational time, and at the same time able to maintain the proper leverage between quality and 

performance of the results achieved. Hence, the optimization algorithm is utilized to enhance the selection process 

efficiently. However, the selection process turns into a challenging problem because of the large volume of data. But 

the selection process can become stable when the performance is improves and computing cost decreases [16]. 

Optimization refers to the process of finding the optimal variable for a specific problem in by minimizing or 

maximizing a well-designed objective function [17]. In the big data era, optimization is critically needed where 

effective decision-making hinges on the quality of data and the efficiency of processing large data sets [2]. Moreover, 

many complex optimization problems, such as data source selection and cloud service composition, are considered 

NP-hard [18]. This classification shows that finding optimal solutions for highlighted problems is computationally 

very time-consuming, especially when the problem scale increases [19].  

ACO is a metaheuristic algorithm for optimization that inspired by the social behaviour of ants while searching for 

the shortest paths to find food sources [20]. ACO algorithms are effective for solving NP-hard combinatorial 

optimization problems, including those in cloud computing area to solve task scheduling, resource allocation, and 

service composition problems [19]. ACO is a swarm intelligence algorithm adopted by the foraging behaviour of real 

ants [21]. It is highlighted as powerful computational tool were designed to solve combinatorial optimization problems, 

where the objective is to find optimal solutions within a graph or network [17]. ACO is also distributed cluster 

optimization algorithm known for its speed in finding global optimal solutions [21].  Moreover, ACO is claimed as 

robust, easily adaptable, uses a probabilistic decision-making process for efficient search space exploration, and has 

positive and negative feedback mechanisms for pheromone reinforcement and evaporation [17]. Its cooperative 

behaviour allows ants to indirectly communicate and able to find optimal solutions [17]. Initially, ACO was used to 

solve problems like the Traveling Salesman Problem (TSP) and has been effectively applied to various difficult 

combinatorial optimization problems such as feature selection problem [20]. 

Additionally, ACO can search locally because of the ACO's stochastic component that can effectively searches the 

space where the problem of getting stuck in a local minimum can be avoided. Furthermore, ACO is thought to be an 

intelligent agent because of its characteristics to have high degree of self-organization and its ability for complex 

problem performance. It also motivates a lot of researchers to create a new finding for computer science problem 

optimization [22].  

The use of ACO in optimization has been the subject of various research, but the impact of different data quality types 

on computation performance has received less attention. Furthermore, previous research assesses algorithm efficiency 

in terms of accuracy or solution quality rather than methodically examining the ways in which various aspects of data 

quality affect computation time. The current study, which attempts to investigate the connection between HQ data 

types and ACO's computational efficiency in the context of data source selection, is motivated by this gap. 

 

3. RESEARCH METHODOLOGY  

The methodology adopted to this work are shown in Figure 1. 

 

Figure 1. Research Methodology 
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To validate the impact of quality type of data and computational time in solving data sources selection problem using 

ACO algorithm, there are five steps need to be followed as shown in Figure 1. First step is collecting data set; the data 

set is collected originally from index.okfn.org open government data portal ranking list. This portal has made a ranking 

of open government portal all around the world by their own required criteria. The criteria are divided based on the 

elements/categories that should be fulfilled by the government in sharing their data to citizen such as data related to 

Government budget, National Laws and Government spending. Those open government data did not fulfil the criteria 

in terms of completeness of data shared will have less score and will be ranking according to the score value. This 

data set is used to create two types of data sets which are HQ data set and low-quality (LQ) data set. The data sets are 

sorted by the top 30 and bottom 30 ranking lists, which establishes the degree of quality score data for each set.  While 

the lowest 30 ranking list is referred to as a LQ data set, the top 30 ranking list is classified as a HQ data set. According 

to the open government data portal ranking list the HQ data set is defined as a completed data sets that fulfilled all the 

quality criteria required. Meanwhile, the LQ data set is not fulfilling the required quality criteria which make the data 

set has the missing values. 

In second step, both data sets are imported to the data source selection model separately. In the data set itself has the 

quality score which will be selected by the ACO algorithm. Higher quality score represents HQ data sources in the 

HQ data set, while the LQ data set has inconsistent quality score data sources. Inconsistent quality scores data sources 

exist because of the incompleteness of every data source in fulfilling the quality criteria required by the open data 

government portal. 

Third step in this research work is to implement the ACO algorithm into the model. The implementation of ACO 

algorithm is to find the most HQ data sources in the data set. With the performance of ACO in finding the optimal 

solution in solving selection problem, this algorithm able to sort the data sources from the most HQ to lesser quality 

of data sources. The experiment is done separately for HQ data set and LQ data set; the experiment is run for 20 times 

with different number of data sources start from 7 data sources until 452 numbers of data sources. This repetition is 

made to have precise and consistent results. From the experiment, the computational time of ACO algorithm to 

complete the searching of optimal solution are recorded. There are two sets of results which are for HQ data set result 

and LQ data set result. 

Finally, the result from both data sets which are HQ data set and LQ data set are compared. The comparison of the 

results aims to validate the performance of ACO algorithm in selecting data sources from high quality data set and 

LQ data set. This final step help to conclude the objective of this research towards the impact of quality type of data 

on computational time generated by ACO algorithm in solving the data sources selection problem.  

 

4. RESULTS AND DISCUSSIONS  

In this article, the impact of different quality types of data on computational time during data source selection using 

ACO is validated by comparing the results of computational time for every type of quality data which are HQ data set 

and LQ data set that have been generated by ACO in selecting the data sources. 

Two variables which are the number of data sources and computational time are utilized to validate these two data 

sets. Up until 452 data sources, the number of data sources is arranged in ascending order. From the start of the 

algorithm's execution to its completion, the computing time is tracked. The computational time and number of data 

sources for HQ data set are recorded in Table 1. 

The computational time is recorded from 0.4227 seconds until 327.1541 seconds for HQ data set. The computational 

time is increasing as the number of data sources increase. The average computational time for HQ data set is 52.4847. 

as depicted in Table 1. 

The computational time obtained for LQ data set is between 0.4121 seconds and 397.4326 seconds, increasingly 

obtained when the number of data sources increased. The average computational time for LQ data set is 60.2018 

seconds. The graph of comparison results for HQ and LQ computational time is shown in Figure 2. 

For the total of 452 data sources, HQ data set compared to LQ data set is 3.38 % faster. Figure 2 shows that LQ data 

set achieve higher computational time for 452 data sources compared to the HQ data set which achieve the minimum 

computational time.  The graph in Figure 2 shows that the computational time of LQ data set begin to have bigger 
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difference from HQ data set on experiment number 18 with 377 number of data sources for over than 15 seconds. 

Meanwhile, the computational time graph for HQ data set is increase slightly consistent. 

 

Table 1. HQ and LQ Computational Time 

No of 

experiment 

Number of data sources HQ Computational 

time (s) 

LQ Computational 

time (s) 

1 7 0.4227  0.4121  

2 17 0.4618  0.4612  

3 24 0.5832 0.5925  

4 32 0.6723 0.6772  

5 47 2.1396 2.1086 

6 69 2.9560 2.9266 

7 84 3.6658 3.7294 

8 107 5.2545 5.2635 

9 122 6.6796 6.7032 

10 137 8.6055 8.5520 

11 159 12.2535 12.3337 

12 174 15.1327 15.2062 

13 197 20.7681 20.1200 

14 227 29.3828 29.3975 

15 272 51.8735 51.2694 

16 302 69.5317 76.6226 

17 332 95.8923 101.7464 

18 377 163.8332 178.8498 

19 407 196.0389 264.6203 

20 452 327.1541 397.4326 

Average 52.4847 60.2018 

 

 

Figure 2. Comparison Results 

From these results, we can validate that the quality scores or quality type of data affect the performance of ACO 

algorithm in terms of computational time in solving the data sources selection problems. This is because ant need 

shorter time to traverse the graph around HQ data set due to small differences of quality score for every data source. 

Furthermore, the HQ data set has less missing quality scores as compared to low quality data set which contributes to 
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consistent quality scores. Meanwhile the quality score of LQ data set is inconsistent value, that force the ACO 

algorithm to use longer time to traverse the graph or path to select the optimal data sources.  

 

5. CONCLUSION  

In this article, the impact of quality type of data and the computational time of ACO algorithm in solving the data 

sources selection problem is validated. The relationship between number of data sources and computational time taken 

by the ACO algorithm are obtained from the experiment in the data sources selection model. The experiment is run 

repeatedly by increasing the number of data sources up to 452 number of data sources and the computational time is 

recorded. The experiment is done separately for HQ and LQ data set. The results obtained in this experiment shown 

that the quality type of data has given an impact to the computational time of ACO algorithm. The results also clearly 

show the contribution of HQ data set in minimizing computational time taken by the ACO algorithm in the selection 

process. The validation on quality type of data with computational time is to clarify the importance of selecting a good 

quality data to save the computational time and the obtained result shows the HQ data set is 3.38 % faster than LQ 

data set. 

However, a statistical analysis was conducted to examine whether data quality (HQ vs. low) has a significant effect 

on computational time in solving the data source selection problem. The Shapiro-Wilk normality test revealed that the 

computational time data for both HQ and LQ data sets were not normally distributed (p < 0.001). Despite this, 

Levene’s test indicated that the variances between the two groups were equal (p = 0.778). A Welch’s t-test showed no 

statistically significant difference in the mean computational time between HQ and LQ data (t = -0.273, p = 0.787). 

This result was further supported by the Mann–Whitney U test, a non-parametric alternative, which also showed no 

significant difference in the distribution of computational times (U = 197.0, p = 0.946). Therefore, it can be concluded 

that the type of data quality does not have a significant impact on the computational time required for the data source 

selection process in this experiment. 
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