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Abstract - Vehicle Re-identification (Re-ID) has become extremely important due to the increasing number of vehicles on the road 

and its potential to address traffic-related challenges. As a result, there is also a growing need for efficient methods to track and 

identify vehicles across multiple traffic cameras. One of the biggest challenges of this task is the variations in vehicle appearances 

across different camera angles. This is because vehicles can appear significantly different when captured from various camera 

angles and viewpoints. Furthermore, the current vehicle Re-ID solutions typically require extensive coding knowledge, making it 

inaccessible to many potential users. Therefore, we focus on developing a user-friendly software application that simplifies the 

entire Re-ID workflow. This includes tasks like dataset preparation and data preprocessing using YOLO, model training with 

ResNet-ibn, performance evaluation, and visualization of results. The application provides a comprehensive pipeline that enables 

users to perform vehicle Re-ID tasks without requiring advanced programming skills. The experiment results shown that ResNet-

IBN model achieved the highest results on custom dataset MMUVD_1500 with mAP of 87.63% and Rank@1 of 84.68% 

respectively. For instance, users would be able to input query vehicle images and receive matched gallery images from different 

camera viewpoints through the application interface. Thus, this makes it easier for users to track vehicles across multiple locations, 

enhance the usability and broaden the accessibility of vehicle Re-ID tasks. The final outcome is a complete software solution with 

a user-friendly interface that allows users to perform vehicle Re-ID tasks effortlessly. 
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1. INTRODUCTION 

Re-ID is a computer vision task that involves identifying the same vehicle across multiple camera viewpoints with 

different viewing angles. This task is applicable for traffic impact assessment systems as it can be used in urban areas 

to improve the traffic flow and management. Vehicle Re-ID is based on extracting the features of a vehicle and 

comparing the features obtained in the different camera views [1], [2] in order to determine whether the same vehicle 

has been observed in the other camera locations. This would be done using deep learning algorithms to enhance the 

general accuracy and performance in recognition and classification of various types of vehicles in camera based in 

ever changing environment and situations [3]. 

However, with the different angles of the camera, motion blur and lighting differences on the moving vehicle, the 

same vehicle may look like different vehicles. The same vehicle would have the same characteristics when they 

appeared in other camera angles [4]. This makes it more challenging to the system to recognize the vehicle in case of 

multiple and varied camera positions and viewing angles. This is known as intra-class variability. Therefore, the 

objective of this research work is to identify unique and distinguishable features from the same vehicles that appear 

in different viewing angles and conditions. In the following sections, section 2 presents an overview of existing works 

on vehicle Re-ID. This is followed by research methodology used to propose our vehicle Re-ID method and findings 

in Section 3. Section 4 mainly shows the experiment and visual results obtained. At last, best results and future plans 

are concluded in Section 5. 

 

2. LITERATURE REVIEW 

2.1 Overview 

Vehicle Re-ID has developed and grown in recent years due to the advancement of transportation and heavy traffic 

around the world. The fast-growing number of vehicles, including the autonomous driving vehicle, smart vehicles and 

electric vehicles, it is no doubt that all these vehicles contribute to the increasing number of vehicles on the road to 

this date [3]. Therefore, vehicle Re-ID is a crucial task to help improve the management of traffic and traffic flow 

analysis. Vehicle Re-ID models can be labelled into two types of learning, supervised and unsupervised learning [3]. 

Most of the vehicle Re-ID systems are supervised learning, which the model uses labelled training data for model 

training, in this case the data would be annotated to show the vehicles in each frame of camera footage from multiple 

viewing angles. On the other hand, unsupervised learning would use unlabelled data to perform model training. 

 

2.2. Supervised Learning 

A plethora of research related to supervised learning has been conducted to develop highly accurate vehicle Re-ID 

models by leveraging labelled datasets to learn discriminative and robust feature representations across different 

camera views and environmental conditions. Initially, Franco et al. [5] created a lightweight vehicle Re‑ID system 

that integrates approximate nearest neighbour search with a sample mining strategy to boost feature extraction quality 

using CPU hardware only. It achieved a mAP of 86.20% on VeRi dataset with their Coupled Loss model. Moral, 

Garcia‑Martin and Martinez [6] introduced an ensemble of orientation and appearance DL features combined with 

multi‑loss optimization in both image and video-based settings. It reached 36.26% mAP on the CityFlow‑ReID dataset. 

Zhou et al. [7] designed an Attention‑Aware Network by fusing channel and spatial attention modules under a 

multi‑loss joint training regime to address sample imbalance. The results shown 75.14% mAP on VeRi‑776 dataset. 

Zhu et al. [8] presented VOC‑ReID, that reframed shape and background similarity as orientation and camera Re‑ID 

and merged distance matrices across modalities to achieve 78.10% mAP on CityFlow and 79.70% on VeRi‑776. 

Furthermore, Dilshad and Song [9] developed a dual‑stream Siamese network with dilated convolutions for 

simultaneous shape and license‑plate feature extraction, achieving 95.70% accuracy in their two‑stream strategy. 

Kamenou et al. [10] introduced a multi‑level Re‑ID network utilizing a structured metric learning loss adapted for 

vehicle Re‑ID, improving mAP by 6% to 12% across image‑to‑image and tracklet benchmarks on CityFlow‑ReID and 

VeRi‑776. Truong and Mei [11] addressed domain variability by building a MegaVeriVehicle dataset through 

multi‑domain learning on selected external data, achieving up to 85.23% mAP on the combined dataset. Zhao et al. 

[12] applied a novel Pompeiu-Hausdorff distance learning method on their VVeRI‑901 video dataset to enhance 
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video‑to‑video matching, attaining mAP of 47.20%. Zheng et al. [13] created VehicleNet by combining four public 

datasets with a two‑stage progressive approach, securing mAP of 86.07%. 

In addition, Chen et al. [14] proposed the Viewpoint‑Aware Loss function with a multi‑decision boundary mechanism 

to learn viewpoint invariant representations, and obtained mAP of 81.36% on VeRi‑776 dataset. Gao et al. [15] embed 

a multi‑dimensional attention network combining height, channel and width modules to refine feature extraction, 

reaching 78.33% mAP on VeRi‑776 and up to 84.17% on VeRi‑Wild. Kumar et al. [16] released the CARLA Re‑ID 

dataset and utilized YOLOv7, SORT and OSNet with trajectory metrics to achieve 98.70% mAP and 99.50% Top‑1 

accuracy. Martinel et al. [17] introduced a Hanoi pooling layer to suppress orientation‑induced variance without extra 

labels, obtaining up to 99.02% HIT@5 on VeRi‑776. Shi et al. [18] proposed LG‑CoT, a transformer framework with 

a local‑attention‑guided post‑optimization module, achieving 79.70% mAP on VeRi‑776 and 90.50% on VehicleID 

Test800. Spagnolo et al. [19] leveraged a CNN to learn key vehicle characteristics beyond license plates, attaining 

Rank‑10 of 97.32% on VeRi‑776 dataset. Sun et al. [20] presented SCAN, a collaborative attention network with 

refined local and edge modules, reaching 83.30% mAP on VeRi‑776 and 98.10% Rank‑5 on VehicleID. Yang et al. 

[21] developed the TIMS framework combining multi‑level features and spatial‑temporal camera graph inference for 

network‑level traffic sensing, recording an F1 score of 75.34% on their LHTV dataset. Zhang et al. [22] applied vehicle 

Re‑ID to travel time distribution estimation in lane‑level, achieving 5.43s of mean error and 0.63s of standard deviation. 

Moreover, Almeida et al. [23] proposed a lightweight multi‑branch deep architecture with Loss‑Branch‑Split and 

grouped convolutions, yielding 84.72% mAP on VeRi‑776 and up to 93.46% on VeRi‑Wild. Du et al. [24] integrated 

side information embeddings and visual prompt tuning into a ViT‑based framework  to reduce variance and obtained 

mAP of 82.10% on VeRi‑776 dataset. Zhao et al. [25] created DSTNet, a dynamic‑static transformer network with 

high‑resolution constraint inputs to harmonize HR and super‑resolved images, achieving 78.00% mAP on VeRi‑776. 

Additionally, Jiao et al. [26] introduced the VRAI dataset for aerial imagery and proposed an Orientation Adaptive 

and Salience Attentive network, obtaining 85.10% mAP on VRAI‑Image. Li et al. [27] tackled day and night 

cross‑domain Re‑ID with the DNDM framework and the DN‑Wild dataset, reporting up to 92.60% Rank‑5 in 

night‑to‑day scenarios. Lian et al. [28] presented MED, a multi‑branch enhanced discriminative network using spatial 

sub‑maps for fine‑grained features, achieving 83.40% mAP on VeRi‑776. Sheng et al. [29] developed the 

Co‑occurrence Attention Net with global and aware branches plus a partition‑reunion loss, reaching 83.43% mAP on 

VeRi‑776. Lastly, Wang et al. [30] proposed BCV‑ReID, a blockchain‑based system combining viewpoint‑identity 

queries and a secure VehicleChain, achieving 83.74% mAP on VeRi‑776 and up to 87.48% on VeRi‑Wild. 

 

2.3. Unsupervised Learning 

Besides that, unsupervised vehicle Re-ID is another research topic that uses unlabelled data to develop the Re-ID 

system, compared to supervised which utilize the labelled datasets to perform model training. Wang et al. [31] 

introduced an unsupervised vehicle Re‑ID framework based on FDN and hard triplet centre loss that clustered 

unlabelled samples across camera viewpoints, achieving up to mAP of 36.90% on VeRi‑776 and mAP of 61.60% on 

VehicleID. He et al. [32] proposed a multi‑level progressive learning method with multi‑branch feature extraction, 

density‑based pseudo‑label clustering, and dynamic contrast learning, which yielded mAP of 45.10% on VeRi‑776 

and 65.30% on VehicleID respectively. 

Tao et al. [33] developed a Semantic Camera Self‑Aware Contrastive Learning framework that leveraged spatial 

transformer–derived semantic attributes and a camera‑aware contrastive loss for cross‑camera clustering, reaching 

43.00% mAP and 63.90% mAP on VeRi-776 and VehicleID respectively. Finally, Yu et al. [34] presented an approach 

using automatically available camera and tracklet IDs to generate pseudo labels, reporting 59.0% mAP on VeRi‑776, 

up to Rank-1 of 83.0% on VeRi‑Wild, and 32.34% mAP on VVeRI‑901. 

 

3. RESEARCH METHODOLOGY 

One of the most significant challenges in completing vehicle Re-ID tasks is the lack of accessible and user-friendly 

tools to prepare high-quality datasets specifically for this task. To address this challenge, we propose a comprehensive 

solution, which is a user-friendly, Python-based application designed specifically to streamline the entire pipeline of 

vehicle Re-ID tasks as shown in Figure 1. 
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Figure 1. System Flowchart 

The research work starts with data preparation. Data preparation involves collecting, processing, and organizing raw 

data into a format suitable for training and testing Re-ID models. This may be a time-consuming and tedious process 

in traditional workflow. This usually needs manual labelling or manual annotation of data. In this case though, the 

object detection model, in the form of YOLO [35], is used to simplify the task. This pretrained model assists in 

automation of detection and tracking of vehicle images within video footage. Additionally, the tracking mechanism 

in YOLO is provided by BoT-SORT [36], which is an advanced tracking algorithm capable of providing each vehicle 

under tracking a unique identifier (ID). This unique ID enables the system to maintain consistent identification of 

vehicles across frames, even when they move or change positions within the video. 

Subsequently, by passing an object detection algorithm like YOLO or other algorithms to detect vehicles, every 

vehicle detected is given an individual identifier depending on how it looks and moves in one video. This ID is 

however not persistent between videos or camera feeds. Thus, the feature comparing images in the application is 

presented to overcome this problem. This aspect enables the users to compare the images of the vehicles side-by-side 

manually to confirm and decide whether they are of the same vehicle. Besides that, the application also provided the 

augmentation process that is powered by Albumentations [37], a highly efficient and versatile Python library 

specifically designed for image augmentation in deep learning and computer vision tasks. 

In vehicle Re-ID, the dataset must be split in a way that reflects real-world challenges to effectively evaluate the 

capability of the model. Simply dividing the data randomly as in standard classification tasks would result in 

overlapping information between the training and testing sets, making the evaluation overly optimistic and unreliable. 

For this reason, vehicle Re-ID datasets are carefully organized into three main subsets, which are the training set, 

validation set and test set that are further divided into query set and gallery set. Each subset serves a different purpose, 

and understanding their roles is essential for ensuring a robust and meaningful evaluation. 

Model training is one of the core processes in the vehicle Re-ID project, where the application utilizes state-of-the-art 

methods and algorithms commonly used in both person and vehicle Re-ID research. The training script used in the 

application is an open-source repository developed for person Re-ID tasks, but it works for vehicle Re-ID with slight 

modification of the code [38]. This task transforms the prepared dataset into a robust model capable of identifying and 

matching vehicles across different camera views. 

The training script used in the application is a deep learning-based architecture specifically designed for Re-ID tasks. 

The script supports multiple backbone architectures, including ResNet-IBN ResNet with Instance Batch 

Normalization), a variant of ResNet [39] that incorporates Instance Batch Normalization layers to improve 

generalization across domains [40]. Furthermore, DenseNet [41], Swin Transformer [42], NASNet [43], HRNet [44] 

and EfficientNet [45] are other popular architectures that can be selected based on the user's preference. These 
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backbones extract high-dimensional feature embeddings from input images, capturing discriminative information 

about the vehicles. On top of the backbone, a classifier head is added to map the feature embeddings to class labels, 

which are the vehicle unique IDs. The script allows customization of the embedding dimension and the final 

classification layer. 

Additionally, the script also supports multiple loss functions such as circle loss that focuses on optimizing similarity 

scores between positive and negative pairs, triplet loss that encourages the model to make the distance between 

positive pairs as minimal as possible while maximizing the distance between negative pairs, and contrastive loss which 

is similar to triplet loss but operates on pairs of samples. These loss functions are combined with mining strategies to 

select hard-positive and hard-negative pairs during training. 

Apart from this, the script also allows data augmentation like colour jittering, random horizontal flipping and random 

erasing in order to diversify the training data. Other than that, the model is optimized with SGD with momentum and 

decay of weights. The scheduling of the learning rate is done in the form of step decay or cosine annealing based on 

the preference of the user. In addition, gradient clipping is used to avoid divergence during training. 

 

4. RESULTS AND DISCUSSIONS 

4.1 mAP 

mAP evaluates the entire ranked list for each query by calculating the average precision (AP) and then averaging over 

all queries. The equation (1) of the mAP is defined as: 

                                                                                     𝑚𝐴𝑃 =
1

𝑁
∑ 𝐴𝑃𝑖

𝑁

𝑖=1

                                                                                      (1) 

where 𝑁 is the total number of queries. mAP provides a broader measure of performance across all ranks and balancing 

both precision and recall. A higher mAP specified better overall ranking performance of the Re-ID model by balancing 

both the number of retrieved items that are applicable, known as precision, and the number of applicable items that 

are retrieved, known as recall. This metric is widely used in object detection and information retrieval as it 

encompasses the precision and recall trade off relationship, including both FP and FN [46]. 

 

4.2 Rank@K (Rank@1, Rank@5, Rank@10) 

For a retrieval-based Re-ID task, the Rank@K metric is defined as the proportion of queries whose first correct match 

appears at rank K or in the equation (2) of: 

                                                                          𝑅𝑎𝑛𝑘@𝐾 =
1

𝑄
∑ 1(𝑟𝑎𝑛𝑘𝑖 ≤ 𝐾)                                                                    (2)

𝑄

𝑖=1

 

where 𝑄 showed the total number of query images, 𝑟𝑎𝑛𝑘𝑖  denoted as the position of the first correctly matched gallery 

image for query 𝑖 and 1(∙) suggested as the indicator function, yielding 1 if its argument is true and 0 otherwise. By 

varying 𝐾, each 𝑅𝑎𝑛𝑘@𝐾 represent the fraction of queries with a correct match within the top 1, 5 and 10 retrievals 

respectively. These metrics emphasize how well the model could find relevant results early in the ranked list and they 

are commonly used in person and vehicle Re-ID benchmarks [47]. 

 

4.3 Datasets 

The experiment leverages two different types of datasets, which are the custom dataset generated through the 

application provided task and public benchmark datasets created for vehicle Re-ID tasks. This dual-dataset approach 

enables a comprehensive evaluation of the vehicle Re-ID model’s performance under both controlled experimental 

conditions and real-world scenarios while conforming to broader research standards. To validate the vehicle Re-ID 



Journal of Informatics and Web Engineering               Vol. 5 No. 1 (February 2026) 

272 
 

model against established research standards, two widely recognized public vehicle Re-ID benchmarks are used, 

which are VeRi-776 [48] and VRIC [49] datasets respectively. 

In this experiment, the custom dataset is generated from four synchronized cameras positioned at a four-way junction, 

each capturing traffic flow from one direction, which is north, south, east and west respectively. Both custom datasets, 

MMUVD_0800 and MMUVD_1500 [50], [51] consist of wide variety of vehicle types, where each vehicle is captured 

during sunny daytime with good lighting condition and minor occlusion cases where the vehicle is blocked out of 

view from large size vehicle. The custom datasets are split with train, validation and test split ratio of 60%, 20% and 

20% respectively. These sets are also labelled with a name format of MMUVD_0800 where MMUVD is the location 

name and 0800 is the time recorded in 24-hour time format. Therefore, these subsets further test the model’s robustness 

to illumination changes and sensor noise. 

Additionally, the custom datasets created may encounter class imbalance challenges where certain vehicles appear 

more often in each different camera. As a solution to this, data augmentation can be done as re-sampling technique to 

increase the number of vehicle images to reduce model bias. 

Before conducting the experiment, both public datasets are split with a train-validation ratio of 75% and 25% 

respectively. Note that the test subset for both datasets was originally available which consists of the gallery and query 

subsets. Thus, only the train subset is further split into train and validation set for a more balanced and fair comparison 

results. 

 

4.4 Experiment Results 

Table 1 shows the overall summary of the comparison results between each different types of model and metric losses 

used for public benchmark datasets and the custom datasets generated for this experiment. The model ResNet50-IBN 

has the best performance compared to other model types, with even higher results if metric losses are applied. The 

results shown that the custom dataset MMUVD_1500 achieved the highest mAP of 87.63%, while MMUVD_0800 

obtained the highest Rank@1 of 85.53% with circle and contrastive metric losses respectively. 

Table 1. Summary of Experiment Results 

Models Metric Losses Public Datasets Custom Datasets 

VeRi-776 VRIC MMUVD_0800 MMUVD_1500 

mAP Rank@1 mAP Rank@1 mAP Rank@1 mAP Rank@1 

ResNet50-ibn 

(Proposed 

method) 

- 67.46 61.50 72.50 68.40 80.24 76.97 81.91 79.03 

Triplet 68.81 63.50 75.90 71.90 85.05 82.89 83.70 80.65 

Contrast 72.11 66.50 76.20 72.30 86.37 84.21 85.09 82.26 

Circle 70.93 65.50 76.20 72.10 85.70 83.55 85.81 83.06 

Circle+Contrast 71.17 66.00 77.10 73.10 87.28 85.53 87.63 84.68 

Triplet+Contrast 69.00 63.00 68.32 63.35 84.44 81.58 81.11 77.42 

Triple+Circle 71.19 65.50 67.79 63.02 83.73 80.92 86.29 83.87 

ResNet50 - 59.56 52.50 69.20 64.60 76.30 72.37 82.36 79.84 

DenseNet121 - 65.22 58.50 70.20 65.80 78.68 75.00 84.94 82.26 

HRNet - 69.12 63.50 74.20 70.40 81.19 78.29 86.35 83.87 

EfficientNet-b0 - 59.72 53.50 68.20 63.70 80.24 76.97 79.04 75.00 

 

Table 2 shows the complete experiment results conducted on the custom dataset MMUVD_0800, including metrics 

such as mAP, Rank@1, Rank@5 and Rank@10 respectively. The dataset achieved the highest mAP of 87.28% and 
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Rank@1 of 85.53% using ResNet50-ibn model type with circle and contrastive metric losses. On the other hand, the 

dataset obtained the highest Rank@5 and Rank@10 of 94.08% and 96.05% with contrastive metric loss respectively. 

 

Table 2. Experiment Results of Custom Dataset MMUVD_0800 

Models Metric Losses mAP Rank@1 Rank@5 Rank@10 

ResNet50-ibn 

(Proposed 

method) 

- 80.24 76.97 91.45 93.42 

Triplet 85.05 82.89 90.79 92.76 

Contrast 86.37 84.21 94.08 96.05 

Circle 85.70 83.55 93.42 94.08 

Circle+Contrast 87.28 85.53 92.76 94.08 

Triplet+Contrast 84.44 81.58 92.76 94.74 

Triple+Circle 83.73 80.92 92.76 94.74 

ResNet50 - 76.30 72.37 88.82 93.42 

DenseNet121 - 78.68 75.00 90.13 94.08 

HRNet - 81.19 78.29 90.79 92.76 

EfficientNet-b0 - 76.59 73.03 88.82 90.13 

 

Table 3 shows the complete experiment results conducted on the custom dataset MMUVD_1500. The dataset achieved 

the highest mAP of 87.63%, Rank@1 of 84.68%, Rank@5 of 96.77% and Rank@10 of 97.58% using ResNet50-ibn 

model type with circle and contrastive metric losses respectively. This dataset obtained the best results compared to 

other datasets in terms of all metrics. 

Table 3. Experiment Results of Custom Dataset MMUVD_1500 

Models Metric Losses mAP Rank@1 Rank@5 Rank@10 

ResNet50-ibn 

(Proposed method) 

- 81.91 79.03 92.74 95.97 

Triplet 83.70 80.65 93.55 95.97 

Contrast 85.09 82.26 95.16 96.77 

Circle 85.81 83.06 96.77 97.58 

Circle+Contrast 87.63 84.68 96.77 97.58 

Triplet+Contrast 81.11 77.42 94.35 96.77 

Triple+Circle 86.29 83.87 94.35 97.58 

ResNet50 - 82.36 79.84 90.32 93.55 

DenseNet121 - 84.94 82.26 93.55 96.77 

HRNet - 86.35 83.87 95.16 96.77 

EfficientNet-b0 - 79.04 75.00 93.55 95.16 
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Figures 2 and 3 illustrate the visual sample of the vehicle Re-ID model trained with custom datasets MMUVD_0800 

and MMUVD_1500.  

 
Figure 2. Custom Dataset MMUVD_0800 Visual Result 

 

 
Figure 3. Custom Dataset MMUVD_1500 Visual Result 
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The model variation used in this visualization is ResNet50-IBN model type with circle and contrastive metric losses. 

The image with black border represents the query image, and the rest of the images are gallery images. Correctly 

matched gallery images are shown with green borders whereas mismatched gallery images are shown with red borders. 

Each of the vehicle images are labelled with their corresponding similarity score and vehicle image filename that 

consists of useful metadata such as its location name, camera ID, frame ID and unique vehicle ID as shown in Figure 

4. 

 

 
Figure 4. Vehicle Metadata with Similarity Score 

 

Figure 5 and 6 illustrates the visual sample of the vehicle Re-ID model trained with public datasets. The model 

variation used in this visualization is ResNet50-IBN model type with contrast metric loss for VeRi-776 dataset and 

circle, contrastive metric losses for VRIC dataset. The similarity scores for both datasets are consistently high across 

every vehicle tested.  

 
Figure 5. Public Dataset VeRi-776 Visual Result 
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Figure 6. Public Dataset VRIC Visual Result 

Figure 7 illustrates the design of the software solution developed for users to perform vehicle Re-ID tasks. This 

application integrates multiple functionalities, starting from dataset preparation and data augmentation to model 

training, testing, and visualization. Furthermore, vehicle image comparison is one of the key highlights of this 

application. This aspect enables the user to compare the images of vehicles taken at different camera angles in a side-

by-side manner on the application so that the final dataset is a true reflection of the real-life diversity that may be 

encountered in various vehicle Re-ID situations. The application also automates the process of saving these 

comparisons, enabling users to effortlessly generate a high-quality dataset that suits their specific needs. The 

application also automates the task of saving these comparisons so that users can easily create a good quality dataset 

that fits their exact requirements. 

 

Figure 7. Application User Interface 
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5. CONCLUSION 

In conclusion, we successfully developed an application for Re-ID tasks using deep learning, addressing the need for 

a more accessible solution compared to traditional coding approaches. The proposed Re-ID model, specifically 

ResNet-IBN with metric losses demonstrated strong performance across all project objectives, effectively identifying 

and matching vehicles under various conditions. Final experiment results shown that the custom dataset 

MMUVD_1500 model outperformed public datasets with mAP of 87.63%, Rank@1 of 84.68%, Rank@5 of 96.77% 

and Rank@10 of 97.58% respectively. 

Future works could include integrating real-time processing capabilities for instant vehicle Re-ID in traffic monitoring 

systems. This would allow for immediate vehicle tracking across multiple camera feeds, making it more suitable for 

live traffic monitoring. Besides that, extending the application's functionality to include traffic flow analysis and 

anomaly detection could make it a comprehensive tool for traffic impact assessment. 
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