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Abstract - Optimisation methods are valuable for making decisions and identifying the most suitable alternative based on a given 

objective function. One of the mathematical optimisation methods is Conjugate Gradient (CG) method which is commonly used to 

solve large-scale unconstrained optimisation systems with less storage space. Recently, various optimisation methods have been 

studied and used in economics estimating. However, just a few studies have predicted inflation rate using modified CG method. 

Random initial points are tested on New Three-Terms (NTT) which are modified Rivaie-Mustafa-Ismail-Leong (RMIL+) and Umar 

Mustapha Waziri (UMW) CG method with ten optimisation test functions suggested by Andrei using MATLAB. NOI and CPU 

time obtained are compared by performance ratio of Dolan and More. NTT CG method stands out as the best performance. Data 

set of year 2010 until 2022 from Department of Statistics Malaysia (DOSM) is transformed into Optimisation problems to be solved. 

Estimated results of Least Square Conjugate Gradient (LSCG) are based on NTT CG and LS both for linear and quadratic models. 

Relative errors for LSCG, Least Square (LS) and Trendline Method are calculated. Linear LS is shown as the most suitable to 

estimator in inflation rate in Malaysia as it yields the least relative error compatible with the linear LSCG and Trendline Method 

that produce similar relative error in estimating inflation rate in Malaysia. 
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1. INTRODUCTION 

Optimisation methods play an important role in guiding decision-making processes. [1]. These methods could provide 

the optimum value which is desired. Optimisation methods are applied in many fields such as economics, engineering, 

and mechanics. These problems are described by an objective function while the optimisation methods are used to 

choose the best alternative of the given objective function [2]. One of the optimisation methods commonly used to 

solve real-world problems is the CG method. The CG method is an iterative optimisation algorithm designed to 

effectively solve large-scale linear equations or minimizing quadratic functions. Its relevance to economics arises in 

computational economic modelling, where economists build large, complex mathematical models such as input-output 
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analysis, portfolio optimisation, or market equilibrium simulations that require solving huge systems of equations. CG 

method enables faster computation with less memory usage compared to direct methods, making real-time or large-

scale economic analysis more practical. The CG method is one of the gradient-based methods that use the gradients 

of the problem functions to find the optimum point. It is known as an effective method which could be applied to both 

linear and nonlinear systems and solve large scale problems raised in statistics nonparametric, portfolio selection and 

image restoration problems [3] with less storage space required [4]. Many researchers have modified and improved 

the original scheme of CG method that can be classified into Hybrid [5], Spectral [6], Scaled [7] and Three-Terms [8] 

CG methods. These CG methods have been applied widely in solving regression analysis [9-12] . Recently, Ibrahim 

et al. applied Three-term CG (TTCG) to solve image restoration problem [13] while Khudhur et al. improved CG 

method to remove noise from images [14]. Ibrahim et al. introduced TTCG [15] for training artificial neural network 

in accurate heart disease prediction. This study is focused on TTCG method and is going to be implemented as one of 

the data estimator tools. 

The inflation rate of a region could be also predicted by using modified CG method but there are just a few studies 

that have predicted the inflation rate of a region by using modified CG method. For the example, a novel TTCG 

method has applied on inflation rate in Nigeria from 2010 to 2018 by [16] while Wanto et al. modified Fletcher-

Reeves CG method to predict the rate of inflation or deflation in Pematangsiantar [17]. Basically, the inflation rate is 

the average rate of prices increase of products or services. It is a good measure of the changes in goods and services 

prices in the market. Inflation has brought a series of influences to the country and citizens. It is also always related 

to a series of economic and social issues such as economic growth, unemployment rate, exchange rate, criminal rate 

and foreign direct investment inflows [18]. Generally, the aim of all countries is to keep controlling the inflation rate 

and maintaining a low inflation rate. Thus, the focus of this study is to apply the three-terms CG Method for estimating 

the inflation rate in Malaysia.  

 

2. LITERATURE REVIEW 

This study aims to implement the CG method as an estimation tool, with a particular emphasis on solving 

unconstrained optimisation problems using the TTCG approach. The experiment involves evaluating the 

performance of several selected methods to identify the most effective one. The best-performing method is then 

applied as a data estimator for inflation rate data. To validate the results, the proposed approach is compared 

with other estimation techniques – Linear Regression models, LS method and the Trendline method. 

 

2.1 Unconstrained Optimisation Method 

The CG method is one of the mathematical techniques used for solving unconstrained optimisation problems. 

Unconstrained optimisation could be considered in (1) as below,  

          minimize 𝑓(𝑥)      (1) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑥 ∈ ℝ𝑛 

and it is continuously differentiable [19]. It must satisfy global convergence and sufficient descent properties to ensure 

its efficiency. CG is an advancement of Steepest Descent (SD) method. The initial scheme has undergone 

modifications and advancements throughout the years. It is advantageous compared to the SD method since it requires 

low computational memory with lesser steps. Different CG methods are determined by different CG parameters [20].  

 

2.2 Three-Term CG Method 

One classification in CG methods is the TTCG method. The first general TTCG is proposed by Beale in 1972. The 

search direction,𝑑𝑘+1 and step size, 𝛼𝑘+1 parameter of it is as shown in (2) and (3), [21]. 

𝑑𝑘+1 = −𝑔𝑘+1 + 𝛽𝑘+1𝑑𝑘 + 𝛼𝑘+1𝑑𝑡 (2) 
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𝛼𝑘+1 = {

       0     , 𝑘 = 𝑡 + 1

𝑔𝑘+1
𝑇 𝑦𝑡

𝑑𝑡
𝑇𝑦𝑡

, 𝑘 > 𝑡 + 1
 (3) 

where 𝑑𝑡 is restart direction. 

 

2.3 Inflation Rate 

Inflation rate in (4) is the average increase of the price level of the goods or services in a country, and it is measured 

by the change in the Customer Price Index (CPI). The accurate forecasting of the inflation rate is important for the 

bank, businessmen and customers in making countermeasures to cope with changes in economy [22]. 

𝐼𝑛𝑓𝑙𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =
𝐶𝑃𝐼𝑥+1−𝐶𝑃1𝑥

𝐶𝑃𝐼𝑥
× 100          (4) 

 

2.4 Customer Price Index 

The CPI in (5) is the average goods or services price acquired by household. It serves as a measuring tool for inflation, 

which frequently happens when the costs rising of labour and raw material [23]. It is computed at regular time periods 

to monitor the inflation rate. 

𝐶𝑃𝐼 =
∑(𝐶𝑃𝐼×𝑤𝑒𝑖𝑔ℎ𝑡𝑎𝑔𝑒)

∑𝑤𝑒𝑖𝑔ℎ𝑡𝑎𝑔𝑒
      (5) 

 

2.5 Test Function 

Unconstrained optimisation test functions are used to evaluate and compare performance, including the convergency, 

accuracy and efficiency of the nonlinear optimisation algorithm [24]. These functions are designed to test the 

efficiency of a nonlinear optimisation function to find its minimum. Other than standard starting point, random starting 

points surrounding the standard starting points needed to be chosen to test the works and efficiency of the functions 

[25]. Hence, different types of test functions are studied to find out the most efficient TTCG method.  

 

2.6 Performance Profile 

Performance profile is widely used in running large test sets for benchmarking and evaluating the performance of 

several solvers [26]. The results of the comparison from the test functions are then represented by using a performance 

profile. The performance ratio in (6) is the performance comparison of problem 𝑝  by solver 𝑠  against the best 

performance solver [27]. It can be defined as  

𝜏𝑝,𝑠 =
𝑡𝑝,𝑠

min{𝑡𝑝,𝑠:𝑠𝜖𝑆}
                    (6) 

where 𝑡𝑝,𝑠  is the computing time required to solve problem 𝑝  by solver 𝑠 . The cumulative distribution function 

representing the performance ratio in (7)     

𝑃𝑠(𝜏) =
1

𝑛𝑝
𝑠𝑖𝑧𝑒{𝑝𝜖𝑃: 𝑟𝑝,𝑠 ≤ 𝜏}      (7) 

The larger probability 𝑃𝑠(𝜏) are to be preferred as it represents the set of problems 𝑃 is suitably large and likely to 

occur [28]. 
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2.7 Linear Regression Method 

Linear Regression Method is a statistical method that models the relationship between variables [29].  This method is 

employed by fitting the observed data into the linear equation which represents the relationship of a dependent variable 

and an independent variable, whereas multiple regression model includes several independent variables. The linear 

regression model is represented by 𝑦𝑖 = 𝛽0 + 𝛽1𝑥0 + 𝛽2𝑥1 + ⋯ + 𝜀  where 𝑦𝑖  denotes the dependent variable, 𝑥𝑖 

signifies the independent variables, 𝛽𝑖  indicates the coefficients of the regression equation and 𝜀 represents the error.  

 

2.8 LS Method 

As stated by [30], LS method is the best analytical technique for extracting information from a set of data. It is used 

in Linear Regression method to estimate the coefficients of the linear equation [31]. The objective of this method is 

to find the coefficients of the linear equation that could minimise sum of squared differences or relative error among 

the actual and estimation values. 

 

3. RESEARCH METHODOLOGY 

3.1 Three-Terms CG Method  

The latest modified TTCG methods (8) – (10) are used in this research:  

i. Modified RMIL+ coefficient which satisfies the sufficient descent property and global convergence 

under Strong Wolfe line search [32]  

𝛽𝑘
𝑅𝑀𝐼𝐿+ = {

𝑔𝑘
𝑇𝑦𝑘−1

‖𝑑𝑘−1‖
2
, 𝑖𝑓 1 ≤ 𝑔𝑘

𝑇𝑔𝑘−1 ≤ ‖𝑔𝑘‖
2

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (8) 

 

ii. UMW coefficient which is more effective and robust compared to traditional CG method such as FR and 

PRP [33]  

𝛽𝑘
𝑈𝑀𝑊 =

‖𝑔𝑘‖
2

𝑑𝑘−1
𝑇 (𝑑𝑘−1 −

‖𝑔𝑘‖
‖𝑔𝑘−1‖

𝑔𝑘 − 𝑔𝑘)
 

(9) 

iii. NTT CG coefficient which is always sufficiently descent and global convergence as well as 

outperformed in terms of NOI and CPU time when compared to TMRMIL, ISCG, CG Descent and Three 

CG methods  [34]  

𝛽𝑘
𝑁𝑇𝑇 =

𝑔𝑘+1
𝑇 𝑦𝑘

𝑔𝑘′𝑔𝑘

 (10) 

 

The algorithm of Three-Terms CG method is shown in Algorithm 1 as follows. 

Algorithms 1 

Step 1: Set 𝑘 = 0, select the initial point 𝑥0. 

Step 2: Compute 𝛽𝑘 based on RMIL+ (8), UMW (9) and NTT (10) coefficients. 

Step 3: Compute the search direction using three term formula as in (2) and (3). 

Step 4: Compute step size using Strong Wolfe line search. 

Step 5: Updating 𝑥𝑘+1 = 𝑥𝑘 + 𝛼𝑘𝑑𝑘. 

Step 6: Stop if 𝑓(𝑥𝑘+1) < 𝑓(𝑥𝑘) or ‖𝑔𝑘‖ ≤ 𝜀. Otherwise, repeat Step 1 by 𝑘 = 𝑘 + 1. 

3.2  
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3.3 Linear Regression  

The most effective TTCG coefficient is implemented to estimate the inflation rate in Malaysia by using Linear 

Regression method. Linear Regression method is a statistical method that models the relationship between variables 

[35].  Linear regression model is represented by 𝑦𝑖 = 𝛽0 + 𝛽1𝑥0 + 𝛽2𝑥1 + ⋯+ 𝜀  where 𝑦𝑖  denotes the dependent 

variable, 𝑥𝑖  represents the independent variables, 𝛽𝑖  represents the coefficients of the regression equation and 𝜀 

indicates the error.  

 

3.4 LS 

The objective of LS method is fitting the observed data to complex models [36] to obtain the parameters of the 

estimation function that minimize the least square error or also known as sum squared error, 𝐸. The equation of least 

squared error, 𝐸 is shown below where 𝑦𝑖 denotes the actual data while 𝑓(𝑥𝑖) represents the fitting curve. 

𝐸 = ∑ 𝑒𝑖
2

𝑛

𝑖=1

= ∑(𝑦𝑖 − 𝑓(𝑥𝑖))
2

𝑛

𝑖=1

 (11) 

 

The fitting curve 𝑓(𝑥𝑖) could be represented by a straight line which is best fit to all data to show the trend of the data. 

Thus, the fitting curve could be represented by a straight-line formula. 

𝑓(𝑥𝑖) = 𝑦 = 𝛽0 + 𝛽1𝑥 (12) 

 

However, the fitting curve 𝑓(𝑥𝑖) could also be represented by a parabola curve to ensure that there is a least error. The 

equation of parabola is given by 

𝑓(𝑥𝑖) = 𝑦 = 𝛽0 + 𝛽1𝑥 + 𝛽2𝑥
2 (13) 

 

Equation (11), the sum squared error can be updated by using equation (12) and (13) to form equations (14) and (15) 

respectively.  

𝐸 = ∑(𝑦𝑖 − (𝛽0 + 𝛽1𝑥))
2

𝑛

𝑖=1

  (14) 

𝐸 = ∑(𝑦𝑖 − (𝛽0 + 𝛽1𝑥 + 𝛽2𝑥
2))

2
𝑛

𝑖=1

   (15) 

 

The necessary conditions for 𝐸 to be minimum are 

𝜕𝐸

𝜕𝛽0
= 0 and 

𝜕𝐸

𝜕𝛽1
= 0 

Thus, by differencing (14) and (15), it is transformed into the matrix form, 

[
 
 
 
 
 𝑛 ∑ 𝑥𝑖

𝑛

𝑖=1

∑𝑥𝑖

𝑛

𝑖=1

∑ 𝑥𝑖
2

𝑛

𝑖=1 ]
 
 
 
 
 

[
𝛽0

𝛽1
] =

[
 
 
 
 
 ∑𝑦𝑖

𝑛

𝑖=1

∑𝑥𝑖𝑦𝑖

𝑛

𝑖=1 ]
 
 
 
 
 

  (16) 
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The values of 𝛽0 and 𝛽1 is calculated by using inverse matrix, 

[
𝛽0

𝛽1
] =

[
 
 
 
 
 𝑛 ∑𝑥𝑖

𝑛

𝑖=1

∑ 𝑥𝑖

𝑛

𝑖=1

∑ 𝑥𝑖
2

𝑛

𝑖=1 ]
 
 
 
 
 
−1

[
 
 
 
 
 ∑𝑦𝑖

𝑛

𝑖=1

∑𝑥𝑖𝑦𝑖

𝑛

𝑖=1 ]
 
 
 
 
 

    (17) 

 

By using equation (15), the polynomial function is represented in matrix form,  

[
 
 
 
 
 
 
 
 𝑛 ∑𝑥𝑖

𝑛

𝑖=1

∑ 𝑥𝑖
2

𝑛

𝑖=1

∑𝑥𝑖

𝑛

𝑖=1

∑𝑥𝑖
2

𝑛

𝑖=1

∑ 𝑥𝑖
3

𝑛

𝑖=1

∑𝑥𝑖
2

𝑛

𝑖=1

∑𝑥𝑖
3

𝑛

𝑖=1

∑ 𝑥𝑖
4

𝑛

𝑖=1 ]
 
 
 
 
 
 
 
 

[

𝛽0

𝛽1

𝛽2

] =

[
 
 
 
 
 
 
 
 ∑𝑦𝑖

𝑛

𝑖=1

∑𝑥𝑖𝑦𝑖

𝑛

𝑖=1

∑𝑥𝑖
2𝑦𝑖

𝑛

𝑖=1 ]
 
 
 
 
 
 
 
 

 (18) 

 

The values of 𝛽0, 𝛽1 and 𝛽2 are calculated using inverse matrix, 

[

𝛽0

𝛽1

𝛽2

] =

[
 
 
 
 
 
 
 
 𝑛 ∑𝑥𝑖

𝑛

𝑖=1

∑𝑥𝑖
2

𝑛

𝑖=1

∑𝑥𝑖

𝑛

𝑖=1

∑ 𝑥𝑖
2

𝑛

𝑖=1

∑𝑥𝑖
3

𝑛

𝑖=1

∑ 𝑥𝑖
2

𝑛

𝑖=1

∑ 𝑥𝑖
3

𝑛

𝑖=1

∑𝑥𝑖
4

𝑛

𝑖=1 ]
 
 
 
 
 
 
 
 
−1

[
 
 
 
 
 
 
 
 ∑ 𝑦𝑖

𝑛

𝑖=1

∑𝑥𝑖𝑦𝑖

𝑛

𝑖=1

∑ 𝑥𝑖
2𝑦𝑖

𝑛

𝑖=1 ]
 
 
 
 
 
 
 
 

    (19) 

 

After 𝛽𝑖 is obtained, these values are substituted back into equations (11) and (12) to get the linear and quadratic 

Linear Square models. These models could be transformed into optimisation problems as shown below.  

min
𝑥∈𝑅𝑛

𝑓(𝑥) = ∑(𝑦𝑖 − (𝛽0 + 𝛽1𝑥))
2

𝑛

𝑖=1

 

  

  (20) 

 

min
𝑥∈𝑅𝑛

𝑓(𝑥) = ∑(𝑦𝑖 − (𝛽0 + 𝛽1𝑥 + 𝛽2𝑥
2))

2
𝑛

𝑖=1

 

 

   (21) 

3.5 Trendline Method  

Trendline is a line that shows the trend of the data in the chart [37]. The trendline of the data could be generated 

automatically by using the built-in function in Microsoft Excel after the data is transferred into the graph. The trendline 

could also be used to determine the parameter values of the Regression Model, 𝛽𝑖. Then, the model could be used to 

estimate the inflation rate in Malaysia.  
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3.6 Relative Error   

Relative error is calculated after estimating value is obtained by fitting the data into the regression model to determine 

the accuracy of the model. The formula for calculating the relative error is given by (22).  

𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑒𝑟𝑟𝑜𝑟 =
|𝑒𝑥𝑎𝑐𝑡 𝑣𝑎𝑙𝑢𝑒−𝑎𝑝𝑝𝑟𝑜𝑥𝑖𝑚𝑎𝑡𝑒 𝑣𝑎𝑙𝑢𝑒|

|𝑒𝑥𝑎𝑐𝑡 𝑣𝑎𝑙𝑢𝑒|
    (22) 

 

4. RESULTS AND DISCUSSIONS 

The experiment evaluated the performance of the TTCG method by testing it on various types of test functions 

commonly used in mathematical optimisation. A subset of ten test functions shown in Table 1 were selected from [38] 

is used to test the efficiency of the optimisation methods. Each test function has different dimensions and 

characteristics. All the test functions are tested on TTCG method with selected coefficients, RMIL+, UMW and NTT 

by using MATLAB software. These methods are compared based on the number of iterations (NOI) and CPU time 

under Strong Wolfe line search to evaluate their numerical performance.  

Table 1. List of Test Functions 

No. Test Function Variables Initial Points 

1 Extended Freudenstein & Roth Function 2 (1,2), (3,3), (0,4), (5,6) 

2 Six Hump Function 2 (5,5), (8,8), (18,18), (28,28) 

3 Power Function 2 (2,2), (4,4), (12,12), (25,25) 

4 Booth Function 2 (2,2), (8,8), (25,25), (31,31) 

5 Raydan 1 Function 2 (2,2), (8,8), (15,15), (25,25) 

4 (2,..,2), (8,..,8), (15,…,15), (25,…,25) 

6 FLETCHCR Function 2 (2,2), (4,4), (12,12), (25,25) 

4 (2,..,2), (4,..,4), (12,..,12), (25,..,25) 

10 (2,..,2), (4,..,4), (12,..,12), (25,..,25) 

7 Sum Squares Function 2 (2,2), (8,8), (12,12), (25,25) 

4 (2,..,2), (8,..,8), (12,..,12), (25,..,25) 

10 (2,..,2), (8,..,8), (12,..,12), (25,..,25) 

8 Extended White & Holst Function 2 (4,4), (8,8), (11,11), (15,15) 

4 (4,..,4), (8,..,8), (11,..,11), (15,..,15) 

10 (4,..,4), (8,..,8), (11,..,11), (15,..,15) 

500 (4,..,4), (8,..,8), (11,..,11), (15,..,15) 

1000 (4,..,4), (8,..,8), (11,..,11), (18,..,18) 

9 Diagonal 4 Function 2 (2,2), (4,4), (7,7), (15,15) 

4 (2,..,2), (4,..,4), (7,..,7), (15,..,15) 

10 (2,..,2), (4,..,4), (7,..,7), (15,..,15) 

500 (2,..,2), (4,..,4), (7,..,7), (15,..,15) 

1000 (2,..,2), (4,..,4), (7,..,7), (15,..,15) 

10 Extended Himmelblau Function 2 (2,2), (4,4), (10,10), (15,15) 

4 (2,..,2), (4,..,4), (10,..,10), (15,..,15) 

10 (2,..,2), (4,..,4), (10,..,10), (15,..,15) 

500 (2,..,2), (4,..,4), (10,..,10), (15,..,15) 

1000 (2,..,2), (4,..,4), (10,..,10), (15,..,15) 

 

The results obtained are recorded and interpreted into the performance profile. The coefficient with highest 𝑃𝑠(𝜏) 

value where the curve dominates at the top left of the graph is the most efficient as it has the least NOI and CPU time 

which means it converges fastest.  

From Figure 1 and Figure 2, the NTT coefficient is the most efficient method since it has the highest curve on the left 

side. It shows NTT yields the best performance in terms of NOI and CPU time, and it is followed by RMIL+ and 
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UMW. Based on the right curve, three methods can solve all the tested functions. Hence, the NTT method is going to 

be used as data estimator in estimating the inflations rate data. 

The inflation rate in terms of CPI in Malaysia is estimated. From Table 2, the CPI data in Malaysia recorded annually 

from the year 2010 until the year 2022 based on the year 2010 is collected from DOSM. LS method, LSCG method 

and Trendline method are used and each of the methods is used to generate both linear and quadratic models. The 

most effective TTCG method, NTT coefficient, is implemented in the LSCG Method. 

 

Figure 1. Performance Profile Based on NOI 

 

Figure 2. Performance Profile Based on CPU Time 
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Table 2. CPI Data 

Number of observed data (𝒙𝒊) Years CPI in Malaysia (𝒚𝒊) Ratio based on Year 

2010 (%) 

1 2010 100.0 1.000 

2 2011 103.2 1.032 

3 2012 104.9 1.049 

4 2013 107.1 1.071 

5 2014 110.5 1.105 

6 2015 112.8 1.128 

7 2016 115.2 1.152 

8 2017 119.5 1.195 

9 2018 120.7 1.207 

10 2019 121.5 1.215 

11 2020 120.1 1.201 

12 2021 123.1 1.231 

13 2022 127.2 1.282 

 

The number of observed years is set as 𝑥𝑖 while the inflation rate in Malaysia is set as 𝑦𝑖 . The data of the year 2022 is 

reserved for prediction The linear and quadratic models are generated based on LS method by using (16) and (18) as 

shown below. 

[
12 78
78 650

] [
𝛽0

𝛽1
] = [

24.3
143.9

] 

and 

[
12 78 650
78 650 6084
650 6084 60710

] [

𝛽0

𝛽1

𝛽2

] = [
13.586
91.408
774.718

] 

The matrix above is solved to get the values of 𝛽𝑖 and substitute into (12) and (13) for linear and quadratic models. 

Linear model: 𝑓(𝑥) = 0.9916666667 − 0.02161538462𝑥 

Quadratic model: 𝑓(𝑥) = 0.960045455 + 0.035167333𝑥 − 0.001042458𝑥2 

By using the LSCG method, the optimisation problems in (20) and (21) are formed by using MATLAB coding as 

shown in Figure 3 and Figure 4.  

 

Figure 3. MATLAB Code of Linear Models 
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Figure 4. MATLAB Code of Quadratic Models 

 

The linear and quadratic models are as follows. 

𝑓(𝑥) = 12𝛽1
2  +  156𝛽1𝛽2  −

6793𝛽1

250
 +  650𝛽2

2  −
22852𝛽2

125
 +

48287

3125
 

𝑓(𝑥) = 12𝛽1
2  +  156𝛽1𝛽2  +  1300𝛽1𝛽3  −

6793𝛽1

250
 +  650𝛽2

2  +  12168𝛽2𝛽3  −
22852𝛽2

125
 +  60710𝛽3

2

−
387359𝛽3

250
 +

48287

3125
 

These two functions are set as test functions and NTT coefficient with TTCG Method is used to solve these 

optimisation problems at any random point by using Strong Wolfe line search. The linear and quadratic test function 

results are then converted into the function form.  

Linear Models: 

 𝑓(𝑥) = 0.991303030036635 + 0.021671328701366𝑥 

Quadratic Models: 

 𝑓(𝑥) = 0.957726821447152 + 0.036061081522954𝑥 − 0.001106902551699𝑥2 

Linear and quadratic models are also formed through Trendline method. Linear and quadratic graph of the CPI based 

on year 2010 in Malaysia versus years are generated by using build-in function in Microsoft Excel. The trend line 

indicates the trend and best fit of the data, and the equations are generated automatically. 

From the Figure 5 and Figure 6, the approximate function generated from Trendline method are as below. 

Linear Trendline Model: 𝑓(𝑥) = 0.991303030303029 + 0.021671328671329𝑥 

Quadratic Trendline Model: 𝑓(𝑥) = 0.957727272727261 + 0.036060939060942𝑥 − 0.001106893106893𝑥2 

 

Figure 5. Linear Trend Line for CPI Ratio Based on Year 2010 versus Years in Malaysia 

y = 0.021671328671329x + 0.991303030303029
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Figure 6. Quadratic Trend Line for CPI Ratio Based on Year 2010 versus Years in Malaysia 

By setting data for 2022 as 𝑥 = 13, the estimated inflation rate is calculated using the linear and quadratic models of 

all three methods above. The relative errors are calculated to compare the most efficient method which could give the 

least relative error with the actual value. All the approximate functions and relative errors from LG, LSCG and 

Trendline methods are concluded in Table 3.  

Table 3. Estimation Points and Relative Errors of Each Method 

Method Estimation Point Relative Error 

LS Linear 1.272666667 0.000524109 

Quadratic 1.241045455 0.024335334 

LSCG Linear 1.273030303 0.000809987 

Quadratic 1.239454350 0.025586203 

Trendline Linear 1.273030303 0.000809987 

Quadratic 1.239454545 0.025586049 

 

Based on the Table 3, the linear function gives the smallest relative error compared to quadratic function. This means 

that the linear function is more accurate to estimate CPI ratio of Malaysia based on year 2010. Among the linear 

functions, the LS method gives lesser relative error compared to LSCG and Trendline Method. This may be due to the 

data used is in small to medium size, the direct calculation method, LS would show numerically stable and precise 

compared to the iterative method of LSCG which is more complex.  However, relative errors are relatively small and 

similar to each other. The small relative error of linear functions means they can give the closest value to the actual 

data. Hence, linear LS is the best method to estimate the CPI ratio in Malaysia based on year 2010 but linear LSCG 

and linear trendline method could also be considered in the process of estimating CPI ratio in Malaysia based on year 

2010. 

 

5. CONCLUSION 

The TTCG method specifically with the RMIL+, UMW and NTT coefficients are tested with ten test functions selected 

from [38] under Strong Wolfe line search. NTT CG method shows the least NOI and CPU time and used to estimate 

the inflation rate in term of CPI ratio of 2022 in Malaysia based on year 2010. Linear NTT CG method with   

𝑓(𝑥) = 0.991303030036635 + 0.021671328701366𝑥 gives the estimation point of 1.273030303 which is same 

y = -0.001106893106893x2 + 0.036060939060942x + 0.957727272727261
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as CPI of 127.3 and inflation rate of 3.3% with the relative error of 0.000809987. As the relative error is small, LSCG 

method with NTT CG coefficient is efficient to estimate the CPI ratio in Malaysia. However, Linear LS method with 

the smallest relative error of 0.000524109 is the most suitable method to estimate the inflation rate in Malaysia. This 

research focuses on comparing the efficiency of RMIL+, UMW and NTT CG Method for solving the unconstrained 

optimisation problem under Strong Wolfe line search. Further study could focus on exact line search and other inexact 

line searches such as Armijo rule, Weak Wolfe rule and Goldstein rule. The other new modified CG Methods could 

also be further studied to study a more accurate method to estimate the inflation rate in Malaysia. 
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