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Abstract - People with disabilities mostly communicate using sign language, but the public still has little understanding of the 

Indonesian Sign Language System (ISLS). This causes obstacles in daily interactions. Advances in artificial intelligence technology, 

especially artificial neural networks, open opportunities in sign language recognition, but are still in the development stage. This 

study aims to build a ISLS sign language recognition model using the LSTM approach and MediaPipe Hands. The method of 

collecting hand keypoint data, 25 sequences per gesture, and 36 alphabetic and numeric gestures. The dataset is divided into three 

categories, namely 80% training, 10% validation, and 10% testing. The model developed to handle sequential data from hand 

gestures using the LSTM architecture. The results of the study can be shown model accuracy of 97.1%, average macro precision 

of 97%, recall of 96.6%, and F1-score of 96.4% and weighted average precision of 97.4%, recall of 97.1%, and F1-score of 97%. 

The results show that the combination of LSTM and MediaPipe can detect ISLS gestures with high accuracy. This can be used as 

a potential solution in automatic sign language translation, so that this model can improve the inclusiveness of communication for 

people with disabilities. Further research can be developed using a more accurate hand recognition framework, as well as improving 

data pre-processing, and exploring deep learning (DL) methods such as SSD, YOLO, or Faster-RCNN. In addition, pose and facial 

recognition can be added to improve accuracy in gesture recognition more comprehensively.  
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1. INTRODUCTION  

Sign language is the primary means of communication for people with disabilities, especially those who have difficulty 

hearing and speaking [1]. In Indonesia, there are two commonly used sign language systems, namely the ISLS and 

Indonesian Sign Language (ISL) [2]. According to Republic of Indonesia Ministry of Education and Culture 

Regulation Number 0161/U/1994, ISLS has been inaugurated as a sign system used in the Special School education 

curriculum. However, the limited teaching of sign language in public schools has resulted in low public understanding 

of this sign system. According to data from the 2015 Inter-Census Population Survey (ICPS) issued by the Central 
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Statistics Agency (CSA), the Indonesian population with hearing difficulties reached 3.35%, while those with 

speaking difficulties were 1.52% of the total population. This situation demonstrates that there are still major barriers 

to communication between the public and those with disabilities.  Artificial intelligence (AI) technology can be used 

to automate sign language translation to solve this issue and make communication more inclusive for individuals with 

impairments. 

Artificial intelligence (AI) has found applications in numerous areas but remains in the developmental phase for use 

in sign language recognition [3], [4], [5]. Other researchers have applied ANN for hand gesture recognition, but this 

methodology has a weakness in dealing with temporal or sequential data [6], [7]. Considering that sign language 

includes dynamic hand movements and not just static positions, this approach needs to be able to track and capture 

change patterns in real time. One type of ANN called recurrent neural networks (RNN) is designed to deal with 

sequential data, however, it suffers from gradient vanishing which limits the model in learning long sequences [8], [9], 

[10], [11]. LSTM networks, developed for this purpose, have been shown to perform well in sequential data tasks such 

as natural language processing (NLP) and gesture recognition [12], [13], [14]. Moreover, the model selection along 

with the system accuracy and the sign language recognition system can heavily rely on the feature extraction method 

employed. As one of the more recent developments, MediaPipe can detect and retrieve pertinent features from the 

face, hands, and body in real items [15], [16], [17]. In conjunction with LSTM, MediaPipe can serve as a promising 

approach to answer. 

Prior studies have created a sign language recognition system using different approaches. As an example, the 

Convolutional Neural Network (CNN) branch of research focusing on hand shape recognition in sign language 

achieved remarkable results but struggled with dynamic motion[18], [19]. Other studies with Support Vector Machine 

(SVM) classification of hand gestures achieved some level of accuracy albeit with significant limitations in optimally 

capturing sequences of movements [20]. On the other hand, research using LSTM in combination with motion sensor 

had higher accuracy levels when recognizing dynamic gestures [21], [22], [23]. This approach, however, adds extra 

hardware which including accelerometers and gyroscopes which makes it impractical for daily use. This means that 

there is a need to develop a vision-based sign language recognition system that works with images and videos without 

requiring additional devices. 

The goal of this research is to create a SIBI sign language recognition model that combines MediaPipe and LSTM to 

more precisely identify hand motion patterns. The main contributions in this study include: (i) Development of an 

LSTM-based system in handling sequential data with sign language. (ii) Use of MediaPipe as a feature extraction 

method in detecting key hand points in real time. (iii) Evaluation of model performance in recognizing SIBI gestures 

based on evaluation parameters such as F1-score, recall, accuracy, and precision. The structure of this article includes 

part 2 literature review, part 3 methods used LSTM model architecture and feature extraction techniques with 

MediaPipe. Section 4 displays the model performance analysis and experimental data. Section 5 includes conclusions 

and recommendations for further study. 

 

2. LITERATURE REVIEW  

Sign language is the primary means of communication for people with speech and hearing difficulties. ISLS and ISL 

are the two main sign language systems in Indonesia. ISLS is a system that is formalized by the government and used 

in formal education, while ISL developed naturally in the deaf community without any standard [24], [25], [26]. 

Automatic sign language translation faces various challenges, especially in terms of the complexity of hand gestures, 

facial expressions, and differences in dialects between regions [27], [28], [29], [30]. In addition, the limited availability 

of sign language datasets is an obstacle to the development of accurate AI-based models [31]. Several studies have 

developed artificial intelligence models to understand sign language. Computer Vision (CV) and DL-based approaches 

have become the focus in sign language recognition. Research in [32], [33] uses CNN to recognize hand gestures in 

static sign language. CNN has achieved high accuracy in static gesture classification, but this method is less effective 

in handling dynamic gestures, so recent research focuses more on RNN-based models and their derivatives such as 

LSTM which are more suitable for handling sequential data [34], [35]. Therefore, several other studies have integrated 

Transformer, which was previously extensively utilized in NLP, in improving the performance of gesture sequence-

based sign language recognition [36]. 

In a sign language recognition system, MediaPipe is one of the frameworks that can be used to detect key points of 

hands, faces, and bodies in videos in real-time [17]. In using the Hand Tracking API, MediaPipe can capture finger 
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positions precisely without the need for additional sensors. Studies in [37], [38] can be shown that MediaPipe has 

advantages and processing speed in computational efficiency compared to other methods such as OpenPose. Therefore, 

MediaPipe is a lighter solution for mobile devices and web-based applications in real-time sign language translation. 

Therefore, in dealing with sequential sign language problems, a combination approach of MediaPipe and LSTM is 

needed which has begun to be developed from several recent studies. Studies from [34], [39], the LSTM model can 

be used to classify hand movement sequences extracted using MediaPipe. The experimental results in this study show 

that this approach can achieve an accuracy of more than 90% in recognizing hand movements both statically and 

dynamically. Another study from [40] proposed a combination of MediaPipe-LSTM with Attention Mechanism, 

allowing the model to focus more on important features in gestures. The results can show significant accuracy 

improvements compared to traditional methods based only on CNN or RNN. 

Previous studies on sign language detection have used traditional CV methods such as HOG and Optical Flow, 

combined with classification algorithms such as SVM or Random Forest [41]. These techniques apply effectively sign 

language under specific conditions, but struggle with complex sequential gestures. Recently, there has been a growing 

adoption of hand-works systems with more advanced technology, particularly CNN, which attempt to recognize hand 

forms within photographs [42]. Nonetheless, capturing the time-dependent succession of movements is not possible 

with just a CNN. 

To address this problem, numerous researches have applied RNN, particularly the LSTM architecture, due to its 

advantages in sequential data analysis [43]. However, these techniques often make use of unmapped images, or 

skeletal data, derived from tedious and complex steps. This study proposes a different approach by employing 

MediaPipe, which allows real time hand tracking, to automatically record hand coordinate data. This captured data is 

then input into an LSTM network. This synergy enables the system to more quickly and efficiently process the 

recognition of hand shapes and gestures. Furthermore, this technique is advantageous in solving practical problems. 

 

3. RESEARCH METHODOLOGY  

The main stages in conducting research on recognizing gestures in the ISLS with MediaPipe and LSTM include 

general steps for data collection, recording ISLS gesture videos, extracting key hand points using MediaPipe, creating 

an LSTM-based artificial neural network model, and finally training and evaluating the model using a confusion matrix 

as can be seen in Figure 1. In addition, laying the foundation for automatic real-time gesture detection and recognition 

through a trained model prototype. 

 

Figure 1. Research Methodology 

3.1. Data Collection 

The information utilized in this research is data that was independently gathered by the author. The collected signs 

consist of 36 signs in the ISLS, which were selected based on the use of one hand, shown in Figure 2(a). This selection 

of signs aims to simplify the sign recognition process using MediaPipe and LSTM based models. 

Each gesture is collected in the form of 25 sequences, with each sequence consisting of 30 images. The selection of 

the number of sequences per gesture is because most gestures in ISLS do not involve complex movements. Meanwhile, 

the number of 30 images per sequence is selected based on the average camera frame rate, which is 30 frames per 

second. The collected data is then arranged in a systematic directory structure, where each folder represents a particular 

gesture, which is then divided into sequences folders and contains the images in the sequence. This data storage 

structure can be seen in Figure 2(b). 
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A, B, C, D, E, F, G, H, I, J, K, L, M,  

N, O, P, Q, R, S, T, U, V, W, X, Y, Z,  

1, 2, 3, 4, 5, 6, 7, 8, 9, 10 

 
(a) (b) 

 

Figure 2. (a) Alphabetical and Numerical Signs and (b) Data Storage Structure 

 

3.1.1. Keypoint Extraction 

The key point is coordination which indicates the position of the hand in the frame. In this study, keypoint extraction 

was performed using MediaPipe Hands, a machine learning based hand and finger tracking solution capable of 

detecting 20 key points or landmarks from just one frame. An illustration of the results of keypoint extraction with 

MediaPipe is shown in Figure 3. 

 

Figure 3. Landmark Model for Hand 

The hand landmark model in MediaPipe generates 21 landmarks representing key points on the hand. Each landmark 

consists of three main coordinates, namely x, y, and z. Based on the image's width and height, respectively, the x and 

y coordinates have been normalized into the range [0.0, 1.0]. Meanwhile, the z coordinate represents the depth of the 

landmark, with the reference point being at the wrist. The closer the landmark is to the camera, the lower the z value. 

The Z scale has a size that is approximately proportional to the X coordinate scale. 

 

3.1.2. Keypoint Normalization 

Since the x, y, and z coordinates are related to the image size, normalization is done for every sequence, while the 

desired position is the position of the landmark relative to other landmarks. Normalization can be done with the Min-

Max scaler. Normalization is done by taking the highest and lowest values of each x, y, and z coordinate. From each 

coordinate, normalization is performed with the following calculations. 

 

3.1.3. Video Capture 

Keypoint extraction requires images as input, where images are the building blocks of a video. Therefore, a video can 

be considered as a collection of images that can be processed to obtain keypoints, as shown in Figure 4. The video 

capture process in this study was carried out using OpenCV, an image processing library that allows efficient video 

recording and manipulation. Each frame in the video recorded by OpenCV will be processed using MediaPipe Hands 

to generate a hand landmark model. After the hand landmark model is obtained, the keypoints from each frame can 

be extracted and stored in the form of structured data. This keypoint storage aims to avoid repeating the data collection 

process, so that the data can be used directly in the model training stage without the need to re-extract from the raw 

video. 
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Figure 4. Flowchart for Video Capture and Keypoint Extraction 

 

3.2. Long Short-Term Memory Modeling 

LSTM is designed to overcome the problem of backpropagation error that often occurs in ordinary RNN. This 

algorithm was first developed by Hochreiter and Schmidhuber as a modified form of RNN to overcome the difficulty 

in handling long-term dependencies. Memory cells, input gates, and output gates are the only components of the 

original LSTM implementation. However, the effectiveness of RNN decreases as the distance in the data sequence 

increases. To determine which data should be retained or removed from the memory cell, the forget gate layer is added. 

In this process, x𝑡 and C𝑡−1 are used as inputs to determine values between 0 and 1, where '1' means the information 

is kept, while '0' means the information is deleted. The system then must decide what information will be kept in the 

memory cell. This stage consists of two main processes: (i) The sigmoid layer is used to select the values that need to 

be updated. (ii) The tanh layer produces a new vector representing the updated character. The calculation of ft, it, and 

Ct_hat can be done using the Equations (1), (2), and (3) [44], [45]. 

 

𝑓𝑡 = 𝜎(𝑊𝑓 . [ℎ𝑖𝑑𝑑𝑒𝑛𝑡−1, 𝑑𝑚𝑥𝑡
] + 𝑏𝑓)                                                                    (1) 

 

𝑖𝑡 = 𝜎(𝑊𝑡 . [ℎ𝑖𝑑𝑑𝑒𝑛𝑡−1, 𝑑𝑚_𝑥𝑡] + 𝑏𝑡)                                                                    (2) 

 

𝐶𝑡_ℎ𝑎𝑡 = tanh( 𝑊𝑐 . [ℎ𝑖𝑑𝑑𝑒𝑛𝑡−1, 𝑑𝑚_𝑥𝑡] + 𝑏𝑐)                                                    (3) 

3.2.1. Data Preprocessing 

The collected data is loaded and labelled with one-hot category coding values in the form of 0 and 1 in an array. For 

example, in a data there are three labels where index 0 indicates label A, index 1 indicates label B, and index 2 indicates 

label C. So, if a datum is label C, its one-hot category coding is, and if a datum is label A, its one-hot category coding 

is. 

 

3.2.2. Model Creation 

The model in this study is used to construct neural network layers. To improve model performance, hyperparameter 

optimization is performed using the Hyperband algorithm. This model consists of an input layer (30×63), a Dense 

output layer with softmax activation, and a hidden layer configured using Hyperband. The number of LSTM layers 
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(1–2), units per layer (128–1024), and dropout rate (0.0–0.5) are among the optimized hyperparameters. Optimization 

of the batch size (4–256), test size (0.1–0.2), validation size (0.1–0.2), and learning rate (0.0001–0.01) was also carried 

out. The model was trained using the Adam optimizer, which provides better performance in gradient descent. Because 

categorical cross-entropy is appropriate for multi-class classification and reduces model errors, it is the loss function 

that is utilized. The evaluation metric used is categorical accuracy, because it is in accordance with the one-hot 

encoding format. The model is trained using the collected data, with 100 iterations. 

 

3.2.3. Model Evaluation 

The model will predict the test data, then calculate the confusion matrix based on the prediction results and the actual 

labels. Additionally, each class's F1-score, recall, accuracy, and precision are measured [46]. 

 

3.3. Prototype Creation 

A prototype can be created using the trained model. In order to be able to read signals continuously, from each frame, 

a normalized keypoint is obtained and stored in an array, so that if the amount of data in the array is sufficient for the 

number of images per sequence that has been set, namely 30 images per sequence, then it can be predicted what signals 

are demonstrated and displayed on the screen. 

 

4. RESULTS AND DISCUSSIONS  

The implementation of ISLS hand gesture detection using LSTM is done in Python, supported by various libraries 

including OpenCV, NumPy, Matplotlib, MediaPipe, Scikit-learn, and TensorFlow. This process is run in Jupyter 

Notebook, a web-based platform that allows development, documentation, code execution, and interactive 

communication of results. 

 

4.1. Model Hyperparameters 

Model hyperparameters are parameters configured before training to optimize model performance. The number of 

LSTM layers, the number of units in each layer, the batch size, the learning rate, the dropout rate, and the percentage 

of data utilized for training, validation, and testing are among the hyperparameters employed in this model. The 

selection of the best hyperparameters is done using the Hyperband method, which produces an optimal configuration 

to improve accuracy and prevent overfitting. 

Based on Figure 5(a). The best hyperparameter configuration search results were obtained in the 254th experiment, 

with the best val_loss value of 0.003961070440709591. This search process lasted for 1 hour 1 minute 42 seconds 

until the optimal configuration was found. The best hyperparameter configuration is loaded using the command 

best_hp = tuner.get_best_hyperparameters()[0]. The best hyperparameters obtained from the search process will be 

used to build and train a model with optimal performance as can be seen in Figure 5(b). The results of the 

hyperparameter configuration found show a good balance between model capacity and overfitting prevention. The use 

of two LSTM layers with different dropouts allows the model to better capture temporal patterns, while the small 

learning rate ensures stable convergence. With evaluations showing high accuracy, this model has great potential to 

be applied in automatic language gesture recognition. 

 

4.2. Model Building and Training 

The model is built using the best hyperparameters with the command model = MyHyperModel().build(best_hp). With 

this configuration, the resulting model is expected to have optimal performance in detecting hand gestures. Based on 

Figure 6, the total results of trainable parameters are 1,921,060, indicating that this model is quite complex and able 

to capture patterns in the data. There are no parameters that cannot be trained, indicating that all layers are active in 

learning. The combination of two LSTM layers allows the model to understand the long-term relationship between 
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frames, which is very important in gesture recognition. With this configuration, the model can capture hand movement 

patterns well, but it still needs to be tested to ensure that there is no overfitting to the training data. 

 

 

 

(a) (b) 

Figure 5. (a) Results of Searching for The Best Hyperparameter Configuration, and (b) Best Hyperparameters 

 

 

Figure 6. Results of The Model with The Best Hyperparameters 

 

The data must then be separated into two categories: training data and testing data, with the proportion of testing data 

determined based on the value of the test_size hyperparameter. This division ensures that the model can be tested with 

data that has never been seen before with the commands shown in Figure 7(a) and Figure 7(b). 

 

 
(a) (b) 

 

Figure 7. (a) Separating Training and Testing Data and (b) Train the Model with Training Data 

 

The model is then trained using the same parameters as the hyperparameter search for 100 epochs. To avoid overfitting, 

cross-validation is used, where the data is divided into training and validation [44], as seen in Figure 8(a) and Figure 

8(b). The model is trained using the training data, and its performance on fresh data is assessed using the validation 

data. Based on Figure 8(a) and Figure 8(b), the model shows a fast-learning process and begins to adapt to the training 

and validation data since the 10th epoch. After that, the loss decreases slowly, while the accuracy remains stable 

around a certain value, indicating that the model has reached an optimal point in its learning. 
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(a) (b) 

 

Figure 8. (a) Training and Validation Loss, and (b) Training and Validation Category Accuracy 

for The Model with The Best Hyperparameters 

 
4.3. Model Evaluation 

Model evaluation is conducted to measure model performance with various evaluation metrics. This process aims to 

understand the strengths and weaknesses of the model and ensure that the model can work well. This evaluation is 

also important in monitoring model performance after training. To conduct the evaluation, the model is used to predict 

previously separated testing data. Prediction is done with the command: pred = model.predict (X_test, batch_size = 

best_hp.get ('batch_size')). The model's accuracy is then evaluated by comparing the forecast results with the actual 

labels as shown in Figure 9(a). 

To obtain the confusion matrix, the model first predicts the testing data. The prediction results are in the form of a 

two-dimensional array with the number of rows as many as the testing data and the number of columns according to 

the number of signal labels. Each element in the array contains the probability value of each class. To be compared 

with the actual label, the prediction results are converted into labels by taking the index with the highest value using 

the following command: y_pred = np.argmax(pred, axis=1) as in Figure 9(b). 

  
(a) (b) 

 

Figure 9. (a) Testing Data Prediction Results and (b) Results of Taking the Position of  

the Highest Predicted Value Index for Each Datum from the Predicted Data. 

 

Each data in the prediction results is taken from the index with the highest predicted value to determine the class 

selected by the model as shown in Figure 10(a). Likewise with the testing data, where the index with the highest value 

is taken as the actual label. This process is carried out with the following command: y_true = np.argmax (y_test, axis 

=1). With these results, the model can be compared with the actual data to evaluate its performance using the confusion 

matrix and other evaluation metrics. 

 

4.3.1 Confusion Matrix 

A confusion matrix is developed to assess how well the model performs when it comes to hand gesture classification. 

From a total of 136 testing data, there is 1 misclassification in each of the four categories, while the rest are correctly 
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classified. This demonstrates how accurately the model can identify hand motions, although there are still a few 

prediction errors, shown in Figure 10(b). 

 

 
(a) 

 

 
(b) 

 

Figure 10. (a) Results of Taking the Position of the Highest Predicted Value Index  

for Each Datum from the Testing Data, and (b) Confusion Matrix 

 

 

4.3.2 Accuracy, Precision, Recall, F1-score, and Support 

The sklearn classification report function is utilized to display model evaluation metrics, namely accuracy, precision, 

recall, F1-score, and support with the classification report (y_true, y_pred, target_names=GESTURES, digits=3) 

command with the results in Table 1. Accuracy measures how well the model classifies all classes. Precision displays 

the proportion of accurate forecasts to all predictions for a class, while recall measures how much data is correctly 

identified by the model. The F1-score strikes a compromise between recall and precision. Support shows the number 

of correct samples in each target class. 

Based on Figure 11, the model has high accuracy (97.1%), indicating that most hand gestures can be recognized well. 

Some classes still have misclassifications, especially the letters “W”, “X”, “Z”, and the numbers “1” and “6”. Recall 

is lower than precision, which means the model is more likely to avoid misclassification but still has some classes that 

are difficult to recognize. Improvements are needed in the data and model, for example by increasing the amount of 

data in classes that have low recall or using data augmentation techniques to improve model generalization. 
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Figure 11. Results of The Classification Report from The Prediction and Testing Data 

 

4.4. Prototype Creation 

A prototype is created to test the trained model and as a basis for further research using the command in Figure 12(a) 

truncated script. In this prototype, each gesture must consist of 30 frames. If the webcam has a frame rate of 30 fps, 

then one gesture can be done in one second. However, because the shooting speed can vary, for example only 14 fps, 

filler is needed to complete the number of frames up to 30 per sequence. 

A prototype was created to arrange letters and numbers into sequences that form words, Figure 12(b). This prototype 

gives a beep sound as a sign that the sequence capture is about to begin. A two-second pause is given so that the user 

can prepare. After that, the sequence is recorded for one second, then the model predicts the gestures made based on 

the data that has been collected. 

  

(a) (b) 

 

Figure 12. (a) Code for Prototype, and (b) Prototypes to Form a Word 

 

5. CONCLUSION  

This study successfully produced an LSTM-based neural network model that can classify alphabets and numbers in 

the ISLS using MediaPipe. The developed model has an optimal hyperparameter configuration found through the 

Hyperband method, with two LSTM layers and an adjusted dropout rate. Model evaluation showed high accuracy, 

reaching 97.1%, with precision, recall, and F1-score also approaching that number. In addition, a prototype was 

successfully created as a basis for implementing this model in a wider system. For further development, it is 

recommended to use a more accurate hand recognition framework than MediaPipe, improve data pre-processing so 

that the differences between gestures are clearer, and explore other DL methods such as SSD, YOLO, or Faster-RCNN. 

Pose and facial recognition can also be included to increase the model's accuracy in more thoroughly identifying ISLS 

gestures. 
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