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Abstract - This study presents an aspect-based sentiment analysis of tweets related to extreme weather events in Indonesia, utilizing 

the Long Short-Term Memory (LSTM) model. The dataset was obtained through a Twitter crawling process, followed by a series 

of preprocessing steps including data cleaning, stop word removal, normalization, tokenization, and stemming. The three primary 

areas of emphasis in the study were kinds of bad weather forecasts, and the government or society reactions. Using a lexicon-based 

technique, sentiment labelling generated three groups: positive, neutral, and negative. A random oversampling method was 

employed to address the data imbalance. The model using the LSTM algorithm was trained individually for aspect and sentiment 

classification tasks, so reaching high accuracies of 98.94% and 97.53%, respectively. The results indicate that the model effectively 

categorises talk on extreme weather and the opinions of the public. A word cloud visual representation was additionally created to 

show frequently occurring terms in the dataset, thereby offering insights into current themes and sentiment expressions. This work 

provides valuable input for government agencies and legislators in developing communication and disaster response plans, thereby 

serving to better understand the public's view on climate-related events. Future work could involve improving techniques for 

preprocessing and using larger, wider-ranging datasets for improving the model's robustness and generalisation. 
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1. INTRODUCTION  

Many regions regularly experience extreme weather events such as floods, landslides, droughts, and tornadoes, which 

pose significant threats to public safety and infrastructure. These events frequently lead to substantial economic losses, 

adverse medical consequences, and environmental harm. The frequent and continuing character of such incidents 

highlights the need of successful prevention and response procedures. Extreme weather's public perception and 

responses are essential in directing such efforts. Reviewing the ways individuals perceive and respond to such events 

could assist disaster management institutions, interaction strategists, and lawmakers [1] in their work. Extreme 
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weather is atmospheric conditions that vary substantially from previous records and climatological averages. 

Frequently relatively rare, exceptionally strong, and occasionally linked with significant implications for the natural 

environment, facilities and human well-being, these types of events typically remain rare. "Extreme" indicates 

circumstances outside of the anticipated range of variability such as extremely powerful storms, prolonged periods of 

drought, excessive rainfall, or humidity anomalies. In meteorology, extreme weather is defined as irregularities that 

far exceed normal boundaries and have an opportunity to cause damage, disruptive, or risk both individuals and 

ecosystems. Evaluation of risk, preparation, and policy formulation [2] rely on having an understanding and the 

identification of such irregularities. 

In the present day, using communication channels such as Twitter provides an excellent opportunity for academia to 

collect enormous quantities of data reflecting the views of individuals, points of view, and responses to extreme 

weather. Assessing how people respond to extreme weather by obtaining sentiment information via Twitter has 

become an essential research priority. The artificial neural network technique, particularly LSTM [3] is a means to 

investigate sentiment in text within Twitter. Unlike the formal vocabulary frequently employed in the news, Twitter 

lets users pour out their hearts in more casual or every day spoken language, thereby it has been chosen as the primary 

source of information for this study. Twitter's data is real-time as well as reflects people's genuine reactions to 

hazardous weather. Hashtags and trending subjects aid quickly recognise important tweets; the Twitter API's 

straightforward access to information allows rapid gathering of information [4]. 

LSTM is an instance of Recurrent Neural Network (RNN). LSTM can also gather contextual information for 

classification purposes as well. For controlling the current condition of both the interval and output at any given point, 

the LSTM network consists of three gates: input gate, output gate, and forget gate. By ways of determining eliminated 

data, this improves the lengthy sequence memory of the LSTM networks and allows them to deal with long-term 

dependencies [5]. Employing the LSTM, this research states that it is frequently recommended in problems with 

classification and reaches an excellent accuracy rate of 95.38% [6]; LSTM is higher than Neural Network and 

Convolutional Neural Network (CNN) [7]. 

Various datasets have already been utilised for LSTM-based sentiment analysis research. Employing the LSTM 

method, earlier studies concentrated primarily on Twitter-related fire emotions. Employing the Twitter API, the study 

data was gathered to generate 7,000 tweets on forest fires. These tweets were classified as either "positive" or 

"negative". The data went through several processing stages: preprocessing, dividing into training and testing sets 

(80:20, 70:30, and 90:10), extraction of features using TF-IDF, and feature augmentation with GloVe and FastText. 

A technique of weighting words in documents, TF-IDF considers both how often they occur in one document and how 

common they are in an entire corpus. The results showed that the LSTM model combined with FastText feature 

expansion from Common Crawl achieved an accuracy level of 80.59%, slightly better than the GloVe expansion, that 

reached 80.13%. FastText feature expansion has been demonstrated in this study to have been more successful in 

increasing the accuracy of analysis of sentiment in forest fire events [8]. 

Aiming to categorise emotions expressed through Twitter posts into three groups, positive, negative, and neutral, this 

paper is focused on sentiment analysis. Comprehensive data preprocessing, text cleaning, removal of extraneous 

characters, hashtag standardisation, and tokenisation to maintain contextual integrity is part of this analysis. The 

LSTM network, a type of recurrent neural network appropriate for capturing sequential dependencies and contextual 

nuance in text, is the main model used. LSTM has been selected for its demonstrated effectiveness for handling the 

brief, informal, and context-sensitive character of Twitter data. Results from experiments indicate that the suggested 

approach outperforms baseline models in sentiment task classification on social media data [9] with an F1-Score of 

0.93 and an accuracy of 93%. 

Another study examines at sentiment analysis as an approach of classifying and analysing a huge volume of 

unstructured text data generated on social media. This paper attempts to improve the accuracy of existing sentiment 

analysis models through the integration of several artificial intelligence (AI) and LSTM technologies. This approach 

also considers the using essential symbols like emojis and special characters to more carefully capture emotional 

subtleties in text. Though this abstract does not have specific quantitative findings, this work aims to make sentiment 

analysis algorithms more relevant and practical to employ in the current data-driven the community [10]. The focus 

is on classifying general sentiment from unstructured data on social media such as Twitter based on previous studies 

addressing sentiment analysis using the LSTM method. This work takes a more particular approach. Apart from 

categorising sentiment in general, this work investigates sentiment depending on three primary variables: types of 

extreme weather, weather forecasts, and government or community responses. This aspect-based method allows the 
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study to find public opinion on specific elements of extreme weather events in the context of augmented intelligence 

implementation. 

Augmented intelligence is a human-focused approach to AI that enhances human intelligence rather than replacing it. 

AI trains computers to learn human behaviour, such as studying, assessment, and decision-making, and uses machines 

to mimic intelligent human behaviour [11]. Via the LSTM computation, artificial intelligence plays an essential part 

in analysing and interpreting vast amounts of Twitter data to identify open conclusions about various angles of unusual 

weather, such as its effects on community activities and well-being, within the framework of aspect-based estimation 

research of exceptional weather in Indonesia. Be that as it may, Increased Insights improves this AI-driven study by 

stressing the partnership between human judgement and machine learning. 

 

2. LITERATURE REVIEW  

Several studies have conducted sentiment analysis on social media using machine learning techniques. [12] examined 

public sentiment towards government regulation on Twitter, using the Naïve Bayes and LSTM methods. The dataset 

was collected using the Twitter API with keywords such as "permendikbud30" (Government Regulation No. 30) and 

"kekerasan seksual di kampus" (sexual harassment on campus), yielding 2,765 tweets. The dataset has been reduced 

to 471 useful records after preprocessing; those were subsequently labelled and assigned TF-IDF-based feature 

weighting. Results demonstrated that the LSTM method superior to Naïve Bayes, reaching 84% accuracy, 75% recall, 

as well as an F1-Score of 80%. By contrast, the Naïve Bayes model achieved 75% accuracy, 75% recall, and an F1-

Score of 75%. Though LSTM implemented better, the authors highlighted at the fact that for the best performance it 

requires greater processing power and greater datasets. [13] further investigations tackled the Support Vector Machine 

(SVM) algorithm's assessment of public opinion sentiment on variations in the weather. Data from Twitter collected 

via API using phrases like "Weather Change" was employed in this study. Preprocessing procedures including 

cleaning, case folding, tokenising, stop word removal, stemming, and labelling processed the initial information of 

850 tweets and produced 806 data ready for use. The TF-IDF method of classification followed by transforming the 

data into vectors. The SVM model's results of assessment indicated 70% accuracy, 39% precision, 39% recall, and 

37% F1-Score. The results showed that the model was better at identifying negative sentiment compared to positive 

or neutral sentiment. Although there currently has been potential for improvement to the data and model, this study 

discovered SVM to perform reasonably well in sentiment categorisation. 

The following study by [14] tackles optimising the performance of sentiment analysis on useful and uninformative 

tweets from the Twitter account @infoBMKG by applying different machine learning algorithms: Naïve Bayes, Naïve 

Bayes + Adaboost, SVM, and SVM with Particle Swarm Optimisation (PSO). This study processes 1,000 Indonesian 

tweets collected by crawling employing the Gata Framework preliminary processing framework. RapidMiner has been 

employed to test the data and generate evaluation measures including accuracy, precision, recall, and AUC. The results 

suggested that the technique using SVM surpassed others with an accuracy of 79.25%, a recall of 89.38%, and an 

AUC of 0.845. SVM is shown in this work to be better in sentiment classification and to be able to precisely examine 

tweets. 

[15] carried out additional study on the three main approaches—lexicon-based, machine learning, and hybrid methods 

related to climate change. The study intended to determine the way each method evaluates climate change-related 

tweet sentiment. The lexicon approach uses tools such as VADER, TextBlob, and SentiWordNet. On the opposite 

hand, the machine learning method uses algorithms including SVM, Naïve Bayes, and Logistic Regression with Bag-

of-Words (BoW) and TF-IDF techniques to extract features. Results demonstrate that the hybrid approach combining 

lexicon and machine learning, yields the most excellent performance with the highest F1-Score of 75.3% from the use 

of TextBlob and Logistic Regression. Lemmatisation was demonstrated in the study to improve accuracy by 1.6%; 

TF-IDF surpassed BoW in boosting Logistic Regression performance. 

 [16] discusses machine learning-based sentiment analysis on tweets associated with Saudi tourism to help with the 

development of the hospitality industry in line with Saudi Vision 2030. Using a dataset of Arabic and English tweets 

referred to as FDTST (First Dataset for Tweets Saudi Tourism), this study establishes and evaluates multiple 

classification models including SVM and Naïve Bayes. This approach improves accuracy through using feature 

extraction and selection, data pre-processing such as stemming and lemmatisation, and data collecting from relevant 

accounts and hashtags. The results of the experiment show that, with an accuracy of 92.2% for Arabic tweets and 
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90.1% for English tweets, the SVM model with RBF kernel surpasses the NB model. Based on insights produced by 

sentiment analysis, this paper offers suggestions to improve tourism in Saudi Arabia.  

Several studies have demonstrated the effectiveness of applying methods based on machine learning, including LSTM, 

in sentiment analysis throughout a variety of subjects as well as Artificial Intelligence (AI). Earlier research has 

concentrated on wide analysis of sentiment. On the contrary this paper shows an aspect-based method for examining 

specific feelings about the impacts of extreme weather conditions, such health or transportation. In line with the 

benefits of LSTM in capturing temporal setting relationships while offering deeper analysis results, this approach 

enhances comprehensive understanding of extreme weather issues. 

AI plays an important role in the study of aspect-based sentiment analysis of Indonesia's Extreme Weather on Twitter 

using LSTM. AI enables efficient processing of large amounts of Twitter data to understand public opinion on the 

impact of extreme weather. With LSTM capabilities, AI can deeply analyse the interactions between terms in the text, 

identify sentiment patterns, and group data from certain aspects, such as the impact on transportation, health, or 

economic activities. The application of AI in this study increases the accuracy of sentiment analysis. AI provides 

relevant insights for policy makers to design more effective responses to the challenges of extreme weather in 

Indonesia. 

 

3. RESEARCH METHODOLOGY  

In this study, the author uses a data collection method by taking tweets from users on Twitter related to extreme 

weather in Indonesia with the keywords "hot," "flood," "evacuation," and "baking." The data was obtained through 

crawling techniques on the Twitter platform, specifically involving tweets submitted by tweets from users on Twitter. 

Documents collected from tweets X will be a test data source, which will then be classified based on specific aspects 

using the LSTM method. 

 

3.1 Proposed Method 

As shown in Figure 1, the classification workflow using LSTM begins with tweet data collection, followed by 

preprocessing, and culminates in result analysis. 

 

 

 

 

 

 

 

Figure 1. Conceptual Framework of Method 

 

It illustrates the workflow for conducting sentiment analysis using an LSTM model. The process begins with data 

collection, where tweets are gathered as raw input. Next, pre-processing is performed to clean and prepare the textual 

data. The primary steps in this procedure are cleansing, case folding, stop words removal, normalisation, tokenisation, 

and stemming, each of which are essential for ensuring data quality and model readiness. The following step after pre-

processing the text is aspect identification, in which specific topics or subjects, aspects that inside the text are 

identified. The dataset subsequently undergoes data labelling, whereby every text sample becomes a sentiment label 

usually positive, negative, or neutral. Utilising the labelled data, the learning model for LSTM is trained and created; 

it can acquire sequential dependencies in text. The trained model is evaluated resulting from training to assess its 

accuracy, precision, recall, and F1-Score. The results are then investigated to comprehend the performance of the 

model and to obtain important insights. Finally, the workflow concludes with the result of the analysis, which might 

assist with shape decisions or further research and thus finish the sentiment analysis phase. 
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3.2.  LSTM Model Architecture 

LSTM network often yields good results in the sequential analysis of a long text [17]. The LSTM architecture 

employed in this study depicted in Figure 2 consists of an embedding layer, bidirectional LSTM, and dual 

classification outputs (aspect and sentiment). First, sentences or words from tweets are taken and converted into 

vectors using the Embedding layer. Each vector is then fed to an LSTM cell, which processes sequential information 

and captures long-term dependencies in the data. The LSTM cells are connected to a hidden layer, where important 

features for sentiment analysis are extracted. The output layer provides the sentiment analysis results based on these 

features. 

 

Figure 2. LSTM Model Architecture 

It enhanced LSTM architecture for joint aspect and sentiment classification. The model processes raw tweets through 

preprocessing, embedding, and LSTM layers, culminating in dual softmax outputs for aspect and sentiment prediction. 

Design highlights bidirectional LSTM and dropout for robust feature learning. In this architecture, the pre-processed 

tweets are vectorized using an embedding layer. These vectors are passed to an LSTM layer to capture sequence 

dependencies. The output is passed to a dense layer with a ReLU activation function, and finally to a softmax classifier 

that outputs either the aspect class or sentiment label. This architecture is duplicated and fine-tuned separately for 

aspect and sentiment classification tasks. 

 

3.3 Evaluate Model 

The next phase of the research involves predicting sentiment on test data, generating classification reports, and 

evaluating model performance using a confusion matrix. Key evaluation metrics include accuracy, precision, recall, 

and F1-Score, which collectively measure the model’s effectiveness in aspect-based sentiment classification. Precision 

indicates the proportion of correctly identified positive cases among all predicted positives, while recall reflects the 

proportion of actual positive cases accurately identified by the model. The F1-Score provides a balanced measure by 

combining precision and recall into a single metric. Although this study focuses exclusively on the LSTM model, 

previous research has also employed alternative algorithms such as K-Nearest Neighbors (KNN) [18]. The confusion 

matrix is a tabular representation used to evaluate classification models, offering a detailed summary of true positives 

(TP), true negatives (TN), false positives (FP), and false negatives (FN). It helps assess not only overall accuracy but 

also how well the model distinguishes between sentiment classes.  

 

 

3.3.1 Accuracy 

Accuracy measures the proportion of correct predictions made by a model across all prediction classes. It is calculated 

by dividing the sum of true positives and true negatives by the total number of predictions, computed using Equation 

(1). 

                                Accuracy = (TP + TN) / (TP + TN + FP + FN)                                                                   (1) 

 

3.3.2 Precision 

Precision is a metric that indicates how many of the instances predicted as positive by the model are actually correct. 

It is calculated using Equation (2). 

Precision = TP / (TP + FP)                                                                                                 (2) 
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3.3.3. Recall 

Recall measures the model’s ability to correctly identify all actual positive cases in the dataset. It is calculated as 

depicted in Equation (3). 

 Recall = TP / (TP + FN)                                                                                                    (3) 

 

3.3.4 F1-Score 

A combined measure that considers both precision and recall (see Equation (4)).  

F1-Score = 2 (precision x recall) / (precision + recall)                                                      (4) 

 

3.4 Analysis of Results 

At this stage, the research highlights evaluating the performance of the sentiment and aspect classification framework 

on newly produced tweets. The trained LSTM model is employed to predict each tweet's aspect category along with 

associated sentiment polarity. This method enables the identification of topics and responses to emotion expressed in 

public discourse [19], [20], [21]. The study suggests to better comprehend how people perceive and respond to severe 

weather events by using the comprehension of the model's predictions. The resulting research provides valuable 

information that could potentially use by disaster management agencies, political leaders, and communicators to create 

more targeted and effective strategies. These results help boost public engagement and preparedness in the face of 

environmental issues by promoting data-informed decision-making. 

 

 

4. RESULTS AND DISCUSSIONS 

4.1 Data Collecting 

This study uses data obtained through the crawling process from X related to extreme weather in Indonesia. The 

crawling was taken using the tweet-harvest library using Node.js. Furthermore, tweet searches were carried out with 

keywords such as Panas, Banjir, Evakuasi, and BMKG. The number of tweets taken can be adjusted according to 

needs, here each keyword is taken 400 data. This process resulted in 1624 tweets that took Indonesian-language tweets 

from October 1, 2023, to March 1, 2024. The information collected was labelled according to aspects (types of extreme 

weather, government or community responses, and weather predictions) and sentiment (positive, negative, neutral) as 

presented in Table 1. 

Table 1. Data Distribution 

 

Aspect Positive Negative Neutral Total 

Types of Extreme Weather 778 808 399 1985 

Government or Community Response 164 126 239 529 

Weather Forecast 0 8 304 312 

 942 942 942 2826 

 

The dataset goes through a preprocessing process before being trained on the model and determining aspects based 

on keywords to automatically categorize and label to choose positive, negative, and neutral labels. With the occurrence 

of data imbalance, random oversampling is carried out. Both datasets, aspects and sentiments will be divided into 

training and testing data. The division of training data is 80%, and testing is 20%. 

 

4.2 Aspect Classification 

Several architectures and hyperparameters are used. In addition, optimizers and loss functions are also used. In aspect 

classification, the optimizer used is Adam. This optimizer was chosen because it has been used frequently in previous 
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studies and has shown satisfactory results. The loss function used is sparse categorical cross-entropy. After several 

experiments and testing with test data, the first experiment was run with seven epochs, namely 97.50%, after which 

the author conducted a second experiment with the best results of 98.94% when run with nine epochs. The following 

are the parameters for aspect classification presented in Table 2. 

 

Table 2. The Parameter for Aspect Classification 

 

Layer (type) Output Shape Param # 

embedding (Embedding) (None, 100,100) 500000 

Spatial_dropout1d (Spatial Dropout1D) (None, 100,100) 0 

lstm (LSTM) (None, 100) 80400 

dense (Dense) (None, 3) 303 

Total params: 580703 (2.22 MB) 

Trainable param: 580703 (2.22 MB) 

Non-trainable params: 0 (0.00 Byte) 

 

 

In the next stage, the evaluation of the aspect classification model is carried out by predicting aspect labels on the test 

dataset, generating a classification report, and presenting the corresponding confusion matrix based on the previously 

trained model. The confusion matrix is also visualized to provide a clearer view of the model’s performance, including 

its overall accuracy in classifying aspect categories. The model’s accuracy is reported as a percentage to facilitate 

interpretation. Following multiple experimental runs, the model achieved a peak accuracy of 98.94% in aspect 

classification. As shown in Table 3, both precision and recall scores for the extreme weather types of categories 

reached 0.99, indicating strong model consistency and reliability. In addition, Figure 3 illustrates minimal 

misclassification, further validating the robustness of the trained model in handling aspect-specific tweet data. 

 

Table 3. Classification Report Aspects 

 

Aspect Precision Recall F1- Score Support 

Types of Extreme Weather 0.99 0.99 0.99 398 

Government or Community Response 0.98 0.98 0.98 106 

Weather Forecast 1.00 0.97 0.98 62 

Accuracy - 0.99 566 

Macro Avg 0.99 0.98 0.99 566 

Weighted Avg 0.99 0.99 0.99 566 

 

Table 3 illustrates the evaluation of the classification model performance for three aspects: Types of Extreme Weather, 

Government or Community Response, and Weather Forecast. The model shows excellent performance with precision, 

recall, and F1-Score of 0.99 for Types of Extreme Weather (398 data), 0.98 for Government or Community Response 

(106 data), and 0.98 for Weather Forecast (62 data), respectively. The overall accuracy of the model reaches 99% of 

566 data. The macro average and weighted average scores for precision, recall, and F1-Score are also notably high, 

each reaching 0.99. This demonstrates the model's consistent performance in accurately classifying all aspects. 

From this classification report, the trained model is then evaluated using a confusion matrix which can be seen in 

Figure 3. 

As confirmed by Figure 3 (aspect confusion matrix), the model made only 2 misclassifications for 'government 

response' aspects, indicating excellent performance. Figure 3 shows the confusion matrix used to evaluate the 

classification model based on three factors: extreme weather type, weather forecast, and government or community 

response. In the extreme weather type factor, the model accurately predicted 396 data items, with only 2 data items 

incorrectly assigned to government or community response. In terms of weather forecast, the model correctly 

identified 60 data items, while 2 other data items were incorrectly categorized as extreme weather type. In terms of 

government or community response, the model correctly predicted 104 data items, and 2 data items were incorrectly 
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assigned to the extreme weather type category. This matrix shows that the model performance is very satisfactory with 

few misclassifications across all factors. 

 

Figure 3. Confusion Matrix Aspects 

 

 

After testing, we can monitor the loss from training this model, which is then depicted as in Figure 4. 

 

 
Figure 4. Aspect Loss Model 

 

Figure 4 illustrates the loss graph of the model during the training and evaluation process at several epochs for aspect 

classification. This chart demonstrates that the misfortune on the preparing and assessment information diminished 

essentially within the to begin with few epochs, indicating an increment within the adequacy of the show as the 

preparing advanced. After the 4th age, the misfortune on the preparing information nearly come to zero, showing that 

the demonstrate might get it the information exceptionally well. On the other hand, the loss on the evaluation data also 

showed a low value but started to show a slight increase after a certain epoch, which could indicate the possibility of 

overfitting. Overall, this graph shows that the model can reduce the error on the training and evaluation data. The 
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difference in loss fluctuation patterns between Figure 3 (aspect classification) and Figure 6 (sentiment classification) 

stems from the inherent complexity of sentiment expression in tweets. While aspect labels are straightforward 

(keyword-based), sentiment labels rely heavily on context and expression styles. Slight overfitting in the sentiment 

model may cause more fluctuation, as seen in the testing loss trend. 

 

4.3 Sentiment Classification 

In sentiment classification, 1D convolution is applied because this type of convolution is ideal for analysing text data. 

The activation function used in 1D convolution is RELU. This function produces zero for negative values and provides 

an increase for positive values. At the end of the network, softmax is added for sentiment classification purposes. In 

addition, an optimizer and loss function are also applied. For sentiment classification, the optimizer used is Adam. 

The choice of this optimizer is based on its consistent experience in previous research and its satisfactory results. The 

loss function used is sparse categorical cross entropy. After conducting several experiments and evaluations with test 

data, the initial test was carried out for 8 epochs with a result of 95.20%. Then, the author conducted a second 

experiment which produced the best number of 97.53% when run for 10 epochs. Figure 5 shows the parameters used 

for sentiment classification. 

 

 

Figure 5. Sentiment Classification Parameters 

Entering the classification report and confusion matrix from the previously created model training, visualizing the 

confusion matrix, providing the overall accuracy value of the model in classifying sentiment, and displaying the model 

accuracy in percentage form. The best sentiment classification accuracy was obtained, producing an accuracy of 

97.53%. As seen in Table 4, the model achieved an F1-Score of 0.98 for positive sentiment, with overall accuracy of 

97.53%. Meanwhile, Figure 6 illustrates the model’s consistency through its confusion matrix. 

The macro average represents the unweighted mean of the metrics across all classes, while the weighted average 

accounts for class imbalance. Both metrics confirm the model’s strong generalizability. Table 4 presents the 

measurements to survey the model's execution in classifying opinions into three categories: Negative, Unbiased, and 

Positive. The accuracy, review, and F1-Score for each category are exceptionally tall, extending from 0.95 to 1.00. In 

particular, the Positive category performs excellently, with precision, recall, and F1-Score all at 1.00, indicating that 

all predictions for this category are correct. The model achieves an overall accuracy of 98% across the 566 samples 

analysed, indicating an outstanding performance. In addition, the macro-average and weighted average values for 

precision, recall, and F1-Score all reach 0.98, indicating consistent performance across categories considering the 
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proportion of each sample. These findings emphasize the model’s ability to classify sentiments effectively and equally 

across all three categories. 

Table 4. Classification Report Sentiment 

Label Precision Recall F1-Score Support 

Negative 0.95 0.97 0.96 188 

Neutral 0.97 0.95 0.96 193 

Positive 1.00 1.00 1.00 185 

     

Accuracy   0.98 566 

Macro Avg 0.98 0.98 0.98 566 

Weighted Avg 0.98 0.98 0.98 566 

 

This classification report evaluates the trained model using a confusion matrix as shown in Figure 6. 

 

 

Figure 6. Confusion Matrix Sentiment 

 

 

The confusion matrix used to evaluate the performance of the model in sentiment classification. The network appears 

the number of precise and erroneous forecasts in each estimation category, to be specific Negative, Unbiased, and 

Positive. The numbers found on the most corner to corner demonstrate rectify expectations, specifically 183 for the 

Negative category, 184 for Impartial, and 185 for the Positive category. The numbers outside the diagonal reflect 

errors in prediction, such as nine Neutral examples identified as Negative and five Negative examples incorrectly 

marked as Neutral. For the Positive category, there were no prediction errors. This matrix shows that the model 

performed very well, with most of the predictions falling within the correct category. 

 

After testing, we can monitor the loss from training this model, depicted in Figure 7. 
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Figure 7. Sentiment Model Loss  

It shows the graph of the change in the model loss value during training (Train) and testing (Test) for sentiment 

classification against the number of epochs. This graph illustrates how the model performance improves over time. At 

the beginning of training (epoch 0-1), the loss value is high for both Train and Test but quickly decreases, indicating 

that the model learns well from the data. After several epochs, the Train loss continues to decrease towards zero, while 

the Test loss remains low with slight fluctuation, indicating good generalization to the test data. However, small 

fluctuations in the Test loss after a specific epoch may indicate potential mild overfitting, although overall, the model 

shows stable and effective performance. The difference in loss fluctuation patterns between Figure 4 (aspect 

classification) and Figure 7 (sentiment classification) may stem from the inherent complexity of sentiment expression 

in tweets. While aspect labels are more straightforward (based on keywords), sentiment labels rely heavily on context 

and expression styles. Additionally, slight overfitting in the sentiment model may cause more fluctuation, as seen in 

the testing loss tren. 

 

4.4 Results Analysis 

The example of result (Figure 8) and word cloud (Figure 9) highlight dominant terms like 'flood' and 'heat,' which 

correlate with negative sentiment in Table 4. The macro average (unweighted mean across classes) and weighted 

average (accounting for class imbalance) both show consistent performance (0.98), confirming the model's 

generalizability 

 

Figure 8. Results example 

 

 

Word Cloud (Figure 9) highlights key themes, such as public focus on election fairness ('jujur') and criticism of 

corruption ('korupsi'), validating the LSTM's sentiment classification results in Table 4. 
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Figure 9. Word Cloud  

 

 

 

5. CONCLUSION  

Based on the results of the research conducted, it can be concluded that the dataset was obtained through crawling in 

X and obtained a total of 1624 tweets divided into three aspects (types of extreme weather, government or community 

responses, weather predictions) and three sentiments (positive, neutral, negative). Most public sentiment towards 

extreme weather in Indonesia is negative, especially in the context of flooding and government responses. The LSTM 

model successfully classified sentiment with a high level of accuracy, namely 98.56% for aspects and 97.33% for 

sentiment. As for the suggestion, many of the datasets used for research have not been appropriately processed due to 

time constraints, and additional research can try using more complex deep learning models, for example, using 

Transformer-based models such as BERT for sentiment analysis. 
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