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Abstract - In this paper, we present a Random Forest classifier machine learning model for predicting short-range weather in in 

tropical regions like Malaysia. Our model uses environmental factors such as temperature, humidity, wind speed, and cloud cover 

to predict weather conditions like clear skies, rain, and thunderstorms. Tropical weather, influenced by high humidity, fluctuating 

temperatures, and frequent rainfall, present unique challenges for forecasting accurately. To address these challenges, we trained a 

Random Forest classifier on a synthetic (simulated) dataset comprising 1,500 samples, each representing a specific weather scenario. 

Our model achieved an accuracy of 98.66% in predicting short-term weather conditions, identifying cloud cover, precipitation 

intensity, and humidity as the most influential factors. Our model’s high accuracy demonstrates its potential for predicting short-

range weather conditions in tropical regions. Potential applications of the model spans sectors like agriculture, energy, tourism, 

disaster management, and public health. In agriculture, the model can be used to optimize irrigation schedules and crop management. 

In the energy sector, it can be used to optimize energy production and distribution. In disaster management, it can alert residents of 

impending bad weather, so they are more prepared. In the health sector, it can provide timely weather alerts and assist those who 

are more prone to arthritis and migraine attacks. We can enhance the model by using real-world data and regional customization. 
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1. INTRODUCTION 

Predicting short-range weather accurately is crucial for many sectors such agriculture, energy, tourism, and public 

health [1]-[3]. Environmental factors like temperature, wind speed, humidity, precipitation, and cloud cover influence 

if a region experiences sunny, cloudy, windy, or rainy weather[4],[5].  These factors are often unpredictable, especially  
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in tropical regions like Malaysia [6], thus that makes accurate short-range weather prediction more challenging. 

Using traditional methods to forecast short-range weather in tropical regions, though useful, has not very effective 

[7],[8]. We can now use advanced machine learning models to predict short-range weather more accurately [9]. 

Machine learning can model and capture more complex interactions of environmental factors [10],[11]. Our study 

uses a Random Forest classifier machine learning model to predict short-range weather in tropical regions using 

synthetic (simulated) environmental factors like temperature, humidity, precipitation, wind speed, and cloud cover 

[12]. 

Our study aims to answer the following research questions: (i) What environmental factors influence short-range 

weather in tropical regions?, (ii) Can Random Forest classifier machine learning model be used to predict short-range 

weather in tropical regions?, (iii) How does Random Forest classifier compare with traditional approaches in terms of 

prediction accuracy?, and (iv) Can this model be applied to benefit different sectors?  

The following research objectives attempts to answer the above research questions: 

• Identify environmental factors that influence short-range weather in tropical regions. 

• Build a Random Forest machine learning model to predict short-range weather in tropical regions. 

• Compare the performance of Random Classifier with traditional approaches in terms of prediction accuracy. 

• Recommend the application of this model in different sectors. 

 

2. LITERATURE REVIEW 

Machine learning is now used widely in many sectors such as healthcare, biotechnology, agriculture, education, 

finance, and manufacturing. It is also used in predicting weather in tropical regions. Machine learning can capture 

complex interactions between various environmental factors such as rainfall, wind speed, humidity and cloud cover. 

One study [13] employed deep learning LSTM recurrent neural networks to predict short-term precipitation more 

accurately than traditional methods. Similarly, another study [14] used deep learning models to predict rainfall in 

tropical regions more accurately than the traditional methods. These studies demonstrate the effectiveness of deep 

learning models in capturing complex interactions between environmental factors. Another study [15] demonstrated 

the effectiveness of ensemble models over traditional methods for forecasting 0–6-hour precipitation. They attributed 

this to the superiority of ensemble models over traditional models, which are not effective in complex interactions. 

Some are more sensitive to weather conditions. For example, bad weather can spike the incidence of migraine and 

arthritis attacks. We can reduce these incidences of attacks by predicting short-term weather more accurately. For 

example, [16] developed a mobile app that provided weather alerts to help those prone to arthritis and migraine attacks. 

These weather alerts were based on short-range weather forecasts retrieved from the OpenWeather API. Similarly, 

[17] created a migraine management app using short-range weather forecasts to predict the likelihood of migraine 

attacks. This shows that accurate prediction of short-range weather in tropical regions can help improve health by 

reducing the incidence of certain weather-related ailments.  

Today, we generate electricity using fossil fuel, solar, hydro and wind power. Conserving energy is important. We do 

not want to generate more power than we need, and vice versa. So, regulating the supply and demand for power is 

important.  

Weather influences the demand and consumption of electricity. Accurate short-range weather prediction is very useful 

in sectors like agriculture, tourism, and energy. One study [18] stressed the importance weather forecasting for 

regulating renewable energy production using solar and wind power. Another study [19] stressed the need for accurate 

weather prediction for managing agricultural crops more optimally.   

As highlighted by [20], we can now use advanced machine learning techniques to predict short-range weather more 

accurately. This study uses Random Forest classifier machine learning model to predict short-range more accurately 

compared to traditional approaches. 
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3. RESEARCH METHODOLOGY 

3.1 Model Architecture  

Our study uses a Random Forest classifier model with synthetic data to predict short-range weather in tropical regions. 

We selected this algorithm because it can handle complex relationships present in the interaction of the various 

environmental factors such as wind, humidity and rainfall.  Besides, it is resistant to overfitting which can affect the 

model’s generalizability to new data. Another reason is its ability to rank feature importance.  

We implemented the Random Forrest classifier model using Python and libraries like scikit-learn library. We tuned 

the following parameters to 100 decision trees (n_estimators = 100) and a random state of 42 for reproducibility.  

Figure 1 shows the model’s architecture, consisting of several modules (components): input, data preprocessing, 

feature extraction, Random Forest model, model training, performance evaluation, prediction, and visualization. The 

arrows indicate the flow of data through the system modules.  

 

 

Figure 1. Model Architecture with Modules 

 

3.2 Generation of Synthetic Dataset 

Due to lack of availability of real-world data, we generated a realistic synthetic dataset of 1,500 samples to train and 

test our model. Each sample represents a specific weather scenario (not just a weather condition). We used the 

following environmental factors. 

a) Temperature (°C) 

b) Humidity (%) 

c) Wind Speed (km/h) 

d) Wind Direction (degrees) 

e) Pressure (hPa) 

f) Cloud Cover (%) 

g) Precipitation Intensity (mm/h) 

h) UV Index 

i) Wind Gust (km/h) 

j) Elevation (m) 

k) Proximity to Coastline (km) 

l) Sea Surface Temperature (°C) 
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We selected these factors because they are most relevant for short-range weather prediction in tropical regions [6]. 

The inclusion of environmental factors such as elevation and proximity to the coastline helps the model to account for 

local weather patterns. 

Each sample simulates all the 12 factors for a specific weather scenario. The weather condition (target variable) for 

each sample falls into one of these six classes - Clear, Cloudy, Drizzle, Rain, Stormy, or Thunderstorm. These classes 

are typically used to simulate realistic tropical weather scenarios. 

3.3 Data Preprocessing 

We prepared the dataset using three steps: 1) We used feature scaling to normalize numerical data, which helps to 

balance the influence of each feature on the model's outcomes, 2) We used one-hot coding to convert non-numerical 

data, such as weather types, to a format suitable for machine learning, and 3) We split the dataset into 80% for training 

the model and 20% for testing the model as this is the common practice. 

3.4 Model Implementation 

We implemented a Random Forest classifier using Python's scikit-learn library. This is an ensemble technique that 

combines multiple decision trees to predict the most frequent class [9]. We used 100 decision trees (n_estimators = 

100) and a fixed random state of 42 to ensure reproducibility. 

The pseudocode for the implementation is shown in Algorithm 1. This algorithm takes in some environmental features 

such as temperature, humidity, wind speed and so on. The output of this algorithm is the predicted weather condition. 

Through the function GenerateSyntheticData, we randomly generate the dataset with the environment defined earlier 

(Line 1 to 6). Next, the the generated dataset will undergo the preprocessing stage (Line 7 to 11); typically splitting 

the data into 80% training and 20% testing. Then, it undergoes the TrainModel function based on Random Forest 

classifier (Line 12 to 15).   

 

Algorithm 1: To Predict Weather Using Random Forest 

 

Algorithm: Tropical weather prediction using Random Forest  

Input: Environmental features (temperature, humidity, wind speed, etc.)  

Output: Predicted weather condition  

 

1. Function GenerateSyntheticData(n_samples):  

2. For each feature in feature_list:  

3. Generate random values within typical tropical ranges  

4. For each sample:  

5. Assign weather condition based on feature combinations  

6. Return dataset  

 

7. Function PreprocessData(dataset):  

8. Normalize numerical features  

9. One-hot encode categorical variables  

10. Split data into training (80%) and testing (20%) sets  

11. Return X_train, X_test, y_train, y_test  

 

12. Function TrainModel(X_train, y_train):  

13. Initialize RandomForestClassifier with n_estimators=100  

14. Fit model on training data  

15. Return trained_model  

 

16. Function EvaluateModel(model, X_test, y_test):  

17. Make predictions on test data  

18. Calculate accuracy, precision, recall, F1-score  
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19. Generate classification report 

20. Return evaluation_metrics  

 

21. Function AnalyzeFeatureImportance(model, feature_names):  

22. Extract feature importances from model  

23. Sort features by importance  

24. Return sorted_feature_importances  

 

25. Main:  

26. data = GenerateSyntheticData(1500)  

27. X_train, X_test, y_train, y_test = PreprocessData(data)  

28. model = TrainModel(X_train, y_train)  

29. evaluation_metrics = EvaluateModel(model, X_test, y_test)  

30. feature_importances = AnalyzeFeatureImportance(model, feature_names)  

31. Print evaluation_metrics and feature_importances 

 

 

 

3.5 Model Evaluation and Analysis 

We evaluated our model using the following metrics (see Algorithm 1 – Line 16 to 20): 

• Accuracy – the overall percentage of correct predictions. 

• Precision - the proportion of correct positive predictions within all predicted positives for each class. 

• Recall - the proportion of correct positive predictions among all actual positive instances. 

• F1-score - a balanced metric combining precision and recall. 

To assess the influence of different environmental factors, we analyzed feature importance using the Random Forest's 

feature_importances_ function which ranks features based on their contribution to reducing impurity across the forest's 

trees, providing insights into which factors significantly impact tropical weather conditions (see Algorithm 1 – Line 

21 to 24). 

We tested the model's real-world applicability by creating five new distinct samples of weather scenarios. By applying 

the trained model to these new samples, we demonstrated its potential to generate short-term forecasts for specific 

weather scenarios in tropical regions. 

 

4. RESULTS AND DISCUSSION 

4.1 Model Performance 

The Random Forest model demonstrated exceptional performance in predicting short-range weather conditions, 

achieving an overall accuracy rate of 98.66%. This high accuracy indicates the model's strong capability in 

distinguishing between different weather conditions in tropical regions. 

Table 1 shows the detailed performance metrics for each weather condition. The classification report shows high 

precision and recall scores across most weather categories. The model achieved perfect precision and recall for Rain 

and Stormy conditions, which are critical for short-range forecasting in tropical regions. The lower precision for Clear 

conditions (0.43) coupled with perfect recall suggests that the model might be over-predicting this category, possibly 

due to the limited number of Clear samples in the dataset. 

Figure 2 shows the confusion matrix of the model's weather conditions. The confusion matrix shows the model's strong 

performance, with most predictions concentrated along the diagonal, indicating correct classifications. The few 

misclassifications are primarily between similar weather conditions, such as Drizzle and Rain, which could be due 

subtle differences between these weather conditions. 
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Table 1. Model Performance for Each Weather Condition 

Weather Condition Precision Recall F1-score Support 

Clear 0.43 1.00 0.60 3 

Cloudy 1.00 0.92 0.96 25 

Drizzle 1.00 0.96 0.98 28 

Rain 1.00       1.00 1.00 141 

Stormy 1.00       1.00 1.00 53 

Thunderstorm 1.00 0.98 0.99 50 

 

 

Figure 2. Confusion Matrix for The Model’s Weather Conditions 

 

4.2 Feature importance and feature correlation 

Figure 3 shows the relative importance of each feature. The features that influence most in tropical weather are:    

• Cloud cover 

• Precipitation intensity 

• Humidity 

• Temperature 

• Wind speed 

This aligns with meteorological knowledge, where cloud cover and precipitation intensity are the primary factors in 

tropical weather, followed by humidity and temperature. The feature importance analysis provides some insights into 

the factors shaping weather conditions in tropical regions. 

Figure 4 shows the feature correlation heatmap, which helps us understand the relationships between different 

environmental factors. In our case, the heatmap does not show high correlations between the environmental factors. 

The small positive correlations are between precipitation intensity and cloud cover, and between temperature and 

proximity to coastline. The small negative correlations are between wind direction and wind gust, and between 

temperature and precipitation intensity. These small correlations need further investigation.    
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Figure 3. Relative Importance of The Features 

 

 

Figure 4. Feature Correlation Heatmap 

 



Journal of Informatics and Web Engineering                            Vol. 4 No. 1 (February 2025) 

25 
 

4.3 Discussion 

The high accuracy of our model shows that it can be used effectively to forecast short-range weather accurately. The 

model promises to benefit those sectors which are more subject to weather for their optimal functioning. For example, 

our model can help patients who are prone to weather-related attacks like arthritis by providing timely weather alerts. 

It can help farmers to optimize their crop harvests. It can help improve disaster preparedness, improve tourism 

planning, and improve energy conservation. Despite its potential, our model has several limitations: it is trained only 

on synthetic data, it is tailored only for tropical regions, it offers only short-range weather prediction, it has not 

considered other environmental factors.  

 

5. CONCLUSION AND FUTURE WORK 

This study demonstrated the potential of machine learning for improving short-range weather prediction in tropical 

regions like Malaysia. With an accuracy of 98.66%, the model promises potential benefits for weather-sensitive sectors 

like agriculture, energy, health and tourism.  

 

Future work could use real-world data to train and test the model, provide localized weather prediction for smaller 

regions, and provide user-friendly apps for other sectors. These improvements will further enhance and broaden the 

model’s applicability and make it more valuable.  
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