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Abstract - Insider threats pose a significant and growing risk to organizational cybersecurity, with recent studies indicating a 47% 

increase in insider incidents from 2018 to 2022. This paper presents a comparative analysis of unsupervised and supervised machine 

learning approaches for detecting potential insider threats through network traffic anomaly identification. We develop and evaluate 

an Isolation Forest (unsupervised) and a Random Forest (supervised) model, training them on a simulated dataset representing six 

months of network logs from a mid-sized company. Our study introduces a unique feature set combining traditional network metrics 

with temporal and behavioural indicators, enhancing the models' detection capabilities. Results show that the Random Forest 

classifier outperforms the Isolation Forest, with F1-scores of 0.6425 and 0.4624, respectively. However, the unsupervised approach 

shows promise in scenarios lacking labelled data. Key findings reveal that increased connection frequency and data transfer volume 

are critical indicators of potential threats, with temporal patterns also playing a significant role. This study provides valuable 

insights into the strengths and limitations of each approach, offering practical implications for real-world digital forensics 

investigations. We contribute to the field by proposing a hybrid approach that leverages the strengths of both methods, potentially 

improving the accuracy and adaptability of insider threat detection systems. These findings pave the way for more robust, context-

aware cybersecurity measures in the digital age. 
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1. INTRODUCTION 

Cybersecurity threats come from both within and without organizations. Unlike external attacks, insider threats 

originate from within the organization's network, and this makes threat detection more challenging because they have 

legal access to corporate resources. According to the 2023 Insider Threat Report by Cybersecurity Insiders, 74% of 

organizations feel vulnerable to insider threats, with 39% reporting an increase in insider incidents over the past 12 
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months [1]. This alarming trend underscores the growing importance of developing effective insider threat detection 

mechanisms. 

Conventional or traditional rule-based detection systems do not always detect insider threats as insiders are typically 

authorized users who have access to their organization's resources. Such systems are weak in differentiating between 

normal and malicious behavioural patterns when insiders use their own legitimate access privileges to conduct 

malicious activities. Recent studies in [2-5] highlight the effectiveness of using advanced machine learning techniques 

in cybersecurity applications, including for intrusion detection and malware classification. The adaptability and pattern 

recognition capabilities of machine learning algorithms allow them to identify the subtle anomalies in insider threats.  

The process of detecting and mitigating insider threats is costly, in terms of financial resources as well as the potential 

damage to an organization's reputation. In a recent study by the Ponemon Institute, it was reported that the average 

cost of insider threats rose by 34% from 2020 to 2022, reaching $15.38 million per incident [6]. This highlights the 

sophistication of insider threats, and the vital need for the development of effective detection and prevention methods. 

Organizations are now becoming increasingly aware of the importance of investing in advanced threat detection 

systems to safeguard their digital assets, to maintain their competitive edge in an increasingly digital landscape. 

This study sets out to evaluate the effectiveness of supervised and unsupervised machine learning algorithms in 

detecting insider threats, specifically by detecting anomalies in network traffic within an organization. With the results 

obtained, this paper aims to shed light on the strengths and limitations of each approach and provide valuable insights 

to researchers and practitioners in this field. 

 

2. RESEARCH QUESTIONS AND OBJECTIVES 

Our study aims to evaluate the application of machine learning techniques for insider threat detection, focusing on the 

comparison of supervised and unsupervised approaches. This study will address the following research questions: 

RQ1 - What features identify network traffic anomalies that are indicative of insider threats? 

RQ2 - How to generate an appropriate dataset for model evaluation? 

RQ3 - How do supervised and unsupervised machine learning algorithms compare in terms of their performance             

           in detecting insider threats within an organization's network? 

RQ4 - How can these machine learning insights be integrated into real-world cybersecurity strategies? 

The following are the research objectives of this work, catered to answer the research questions stated: 

RO1 - To develop a simulated dataset representing network traffic with insider threat scenarios.  

RO2 - To identify the most influential features for insider threat detection.  

RO3 - To evaluate the practical ability of Isolation Forest and Random Forest models in anomaly detection.  

RO4 - To propose insights to integrate cybersecurity strategies against insider threats into existing real-world             

           frameworks. 

 

3. LITERATURE REVIEW 

In recent literature, research in insider threat detection has increasingly focused on machine learning approaches due 

to the growing complexity of cyber threats [6], [7]. Tuor et al. proposed an unsupervised deep learning model for 

insider threat detection [8], while Chattopadhyay et al. developed a scenario-based system emphasizing contextual 

information [2]. More recent advances in deep neural networks with attention mechanisms have shown promising 

results in this field [9]. It has been demonstrated in the literature that ensemble methods like Random Forest often 

outperform single-model approaches in supervised learning scenarios [3]. The effectiveness of Isolation Forest in 

identifying rare anomalies in network intrusion detection was showcased in [10] and is a pertinent point to be 

considered. Additionally, the importance of feature engineering in improving model accuracy, as emphasized in [7], 

should also be considered when developing any machine learning solution. Recent studies in [4], [5], [11] highlight 

the effectiveness of using advanced machine learning techniques in cybersecurity applications, including for intrusion 

detection and malware classification. 
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Despite the advancements in recent times, there is still a gap in terms of a lack of comparisons between unsupervised 

and supervised approaches for insider threat detection, particularly in network traffic analysis. Most existing research 

focuses on either supervised or unsupervised methods, with limited comparative performance evaluation in practical 

scenarios. Such an evaluation would be useful in strategizing the development of future cybersecurity solutions. 

 

4. METHODOLOGY 

In this work, simulation would be used to evaluate the performance of unsupervised and supervised machine learning 

models in detecting insider threats via analysis of network traffic patterns. From the literature, it was determined that 

the best unsupervised model for this work was the Isolation Forest algorithm, as described in [12]. Recent simulation 

studies have further confirmed the effectiveness of unsupervised machine learning algorithms for anomaly detection 

[13], [14]. Random Forest classifier, as outlined in [15], was selected for the supervised model. 

 

4.1 Dataset Simulation 

To evaluate the models, a dataset representing 6 months of network traffic logs from a mid-sized company was 

simulated to reflect the real-world scenario. The dataset was generated to contain 99% normal traffic patterns and 1% 

simulated insider threat activities, reflecting the rare nature of insider threats in real-world scenarios. This imbalance 

was deliberately introduced to test the models' ability to detect rare events. The dataset includes the following features: 

• Employee ID: a unique identifier for each employee 

• Timestamp: date and time of the network activity 

• Source and Destination IP: simulated IP addresses for network connections 

• Protocol: types of network protocols used (HTTP, HTTPS, FTP, SSH) 

• Bytes transferred: volume of data transferred in each connection 

• Time of day and Day of week: temporal features derived from the timestamp 

• Department: simulated organizational departments (HR, IT, Finance, Sales, Marketing) 

• Access level: simulated security clearance levels (1-5, with 5 being highest) 

• Duration of connection: time spent on each network activity 

• Number of connections: frequency of network activities per employee 

 

4.2 Data Preprocessing 

The data was pre-processed as follows:  

• Feature engineering: We created time-based features from the timestamp data, including time_of_day and 

day_of_week. These temporal features are crucial for capturing patterns in user behaviour that may indicate 

insider threats. 

• Normalization: Numerical features were standardized using StandardScaler from scikit-learn. This step 

ensures that all features are on the same scale, preventing features with larger magnitudes from dominating 

the model training process. 

• Encoding: Categorical variables, such as 'department', were one-hot encoded using OneHotEncoder. This 

transforms categorical data into a format suitable for machine learning algorithms. 

• Balancing: To address the class imbalance in our dataset, we applied for the Synthetic Minority Over-

sampling Technique (SMOTE) for supervised model training. This technique creates synthetic examples of 

the minority class (insider threats) to balance the dataset. 

 

4.3 Model Implementation 

We implemented two models for anomaly detection, namely, an Isolation Forest (unsupervised model) and a Random 

Forest classifier (supervised model).  Pseudocodes 1 and 2 are the brief description of these models respectively. 
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Pseudocode 1. Isolation Forest 

 

The Isolation Forest algorithm works by recursively partitioning the data space, isolating anomalies in regions with 

fewer data points. Anomalies typically result in shorter path lengths in the trees, leading to higher anomaly scores. We 

used the IsolationForest class from scikit-learn with the parameters contamination set to 0.01, reflecting our simulated 

1% insider threat rate, and random_state set to 42 for reproducibility.  

The Random Forest is an ensemble learning method that constructs multiple decision trees and combines their outputs. 

Each tree in the forest votes on the classification of a data point, with the majority vote determining the final prediction. 

We used the RandomForestClassifier from scikit-learn with the parameters n_estimators set to 100 trees and 

random_state set to 42 for reproducibility. 

Pseudocodes 1 and 2 provide a high-level overview of how each algorithm operates. In the implementation, scikit-

learn library shown in pseudocode 3 provide optimized version of these algorithms: 

 

Pseudocode 2. Random Forest  
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Pseudocode 3. Using scikit-learn Library 

 

 

5. RESULTS AND DISCUSSIONS 

 

5.1 Model Performance 

Figure 1 shows graphically the performance metrics for Isolation Forest and Random Forest models. The performance 

metrics for the two models are shown in Table 1. 

 

Table 1. Model Performance 

Isolation Forest Random Forest 

Precision: 0.4674 

Recall: 0.4574 

F1-Score: 0.4624 

Precision: 0.6765 

Recall: 0.6117 

F1-Score: 0.6425 
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Figure 1. Model Performance Comparison 

 

The Random Forest classifier clearly outperformed the Isolation Forest across all metrics, which is expected given its 

supervised nature and access to labelled data. However, the Isolation Forest's performance is noteworthy, considering 

it is an unsupervised method operating without prior knowledge of threats. 

Figure 2 shows the ROC curves for Isolation Forest and Random Forest models. These curves demonstrate that both 

models performed significantly better than just random guessing, with the Random Forest showing superior 

performance in distinguishing between normal and anomalous behaviour across the different classification thresholds. 

 

 

Figure 2. ROC Curve Comparison 

5.2 Feature Importance 

Figure 3 shows the feature importance in the Random Forest model for insider threat detection. It shows the most 

influential features in detecting insider threats, namely: 

• Number of connections (38.66%) 

• Bytes transferred (36.83%) 

• Duration (4.01%) 

• Day of week (3.87%) 

• Access level (3.04%) 
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Figure 3. Feature Importance in the Random Forest Model 

These findings reveal that frequency and volume of network activity, along with temporal patterns, are crucial 

indicators of potential insider threats. 

 

5.3 Anomaly Detection 

Both models identified several instances of anomalous network behaviour. Characteristics of these detected anomalies 

include: 

• High data transfer volumes (ranging from 7,434 to 48,261 bytes) 

• Unusual access times (midnight and evening hours) 

• Varying connection frequencies (6 to 16 connections) 

• Activities spread across different departments 

Figure 4 shows the distribution of anomaly scores for the Isolation Forest model. The scores show how the Isolation 

Forest distinguishes between normal and anomalous behaviour. The long tail on the left represents the data points that 

the model considers most anomalous. Figures 5 and 6 show the Confusion matrices for the Isolation Forest and 

Random Forest models, respectively. 

The confusion matrices in reveal that while the Random Forest model has a lower false positive rate, the Isolation 

Forest is more sensitive in detecting potential threats, albeit with more false positives. The models show 73.33% 

agreement in anomaly classification, highlighting their consistency and potential benefits of combining them. 
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Figure 4. Anomaly Score Distribution 

 

 

Figure 5. Isolation Forest Confusion Matrix 
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Figure 6. Random Forest Confusion Matrix 

 

5.4 Model Comparison and Practical Implications 

The strengths of the unsupervised and the supervised models are shown in Table 2.  

 

Table 2. Strengths of the Models 

Isolation Forest Random Forest 

• Effective at detecting novel or rare anomalies 

• Does not require labelled data 

• Computationally efficient 

• Higher overall accuracy 

• Provides probability scores for more nuanced insights 

• Allows for feature importance analysis 

 

The ability of the Isolation Forest model to detect anomalies without prior labelling makes it valuable for identifying 

new threat patterns. Meanwhile, the higher accuracy of the Random Forest model is beneficial when labelled data is 

available. These findings align with [3], showing that ensemble methods like Random Forest often outperform single-

model approaches. Additionally, the results emphasize the importance of feature engineering, supporting the findings 

of [7]. These findings align with [3], showing that ensemble methods like Random Forest often outperform single-

model approaches. Recent comparative analyses of machine learning models for network anomaly detection further 

support these conclusions [16], [17]. 

 

6. IMPLICATIONS FOR DIGITAL FORENSICS 

The findings from this work have significant implications for cybersecurity practices, as the combination of 

unsupervised and supervised methods could provide a more robust defence against insider threats, while prioritizing 

the monitoring of network connection patterns and data transfer volumes in the detection systems. Contextual factors, 

such as time of day and department, play a crucial role in identifying suspicious activities. The high agreement rate 

between models (73.33%) suggests potential for developing hybrid approaches that leverage the strengths of both 
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supervised and unsupervised techniques, potentially leading to more comprehensive and adaptive insider threat 

detection systems. 

The feature importance analysis provides a data-driven approach, focusing on high-impact features like connection 

frequency and data transfer volumes. The importance of temporal features highlights the need for tools that can analyse 

time-based patterns in network traffic. A feedback loop between forensic investigations and the models creates a 

continuous improvement cycle. 

The integration of machine learning in digital forensics aligns with recent trends, as discussed in [12], emphasizing 

the combination of advanced analytics and human expertise in addressing the complex challenge of insider threats. 

These machine learning models can be integrated into existing forensic tools for automated triage, improving 

efficiency and effectiveness. 

 

7. LIMITATIONS AND FUTURE WORK 

While providing valuable insights into insider threat detection using machine learning, this study does have several 

limitations. Our use of simulated network traffic data may not fully capture real-world complexity, and the feature set 

may not encompass all relevant aspects of insider threat behaviour. The focus on Isolation Forest and Random Forest 

algorithms limits model comparison scope, and the study does not fully address temporal dynamics of evolving threats 

or consider adversarial scenarios and ethical implications of employee monitoring. 

Future work should address these limitations and explore new research avenues. This includes validating models on 

authentic network logs, expanding the feature set to include user behavioural biometrics and sentiment analysis, and 

exploring deep learning techniques [18]. This includes validating models on authentic network logs, expanding the 

feature set to include user behavioural biometrics and sentiment analysis, and exploring deep learning techniques. 

Developing standardized datasets could facilitate robust comparisons of different methods. Incorporating time series 

analysis, researching model robustness against adversarial attacks, improving explainability, and addressing privacy 

considerations through privacy-preserving techniques are crucial. Additionally, investigating real-time 

implementation challenges, exploring transfer learning applications, and developing hybrid approaches combining 

supervised and unsupervised methods could lead to more robust and adaptable systems. These research directions aim 

to contribute to the development of more effective, ethical, and practical insider threat detection systems, enhancing 

organizational cybersecurity in an increasingly complex digital landscape. 

 

8. CONCLUSION 

This study compares unsupervised (Isolation Forest) and supervised (Random Forest) machine learning approaches 

for insider threat detection in network traffic data. The Random Forest model outperformed Isolation Forest, 

highlighting the value of labelled data, while Isolation Forest showed promise in detecting novel threats. Connection 

frequency and data transfer volume emerged as critical features for threat detection. 

The 73.33% agreement between models suggests potential for hybrid approaches leveraging both techniques. These 

findings have significant implications for cybersecurity research and practice, demonstrating the potential of data-

driven approaches to enhance existing security measures. 

While integration of these models into digital forensics could improve insider threat investigations, limitations such 

as the use of simulated data necessitate further real-world validation. Future research should explore advanced 

techniques like deep learning and privacy-preserving analytics. 

As insider threats evolve, our study contributes to the development of sophisticated, adaptive, and ethical detection 

systems [6], [19], [20], demonstrating the potential of machine learning in enhancing insider threat detection 

capabilities, a direction supported by recent reviews in this field [21], [22]. 
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