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Abstract - Intelligent abstractive text summarization of scholarly publications refers to machine-generated summaries that capture 

the essential ideas of an article while maintaining semantic coherence and grammatical accuracy. As information continues to 

grow at an overwhelming rate, text summarization has emerged as a critical area of research. In the past, summarization of 

scientific publications predominantly relied on extractive methods. These approaches involve selecting key sentences or phrases 

directly from the original document to create a summary or generate a suitable title. Although extractive methods preserve the 

original wording, they often lack the ability to produce a coherent, concise, and fluent summary, especially when dealing with 

complex or lengthy texts. In contrast, abstractive summarization represents a more sophisticated approach. Rather than extracting 

content from the source, abstractive models generate summaries using new language, often incorporating words and phrases not 

found in the original text. This allows for more natural, human-like summaries that better capture the key ideas in a fluid and 

cohesive manner. This study introduces two advanced models for generating titles from the abstracts of scientific articles. The 

first model employs a Gated Recurrent Unit (GRU) encoder coupled with a greedy-search decoder, while the second utilizes a 

Transformer model, known for its capacity to handle long-range dependencies in text. The findings demonstrate that both models 

outperform the baseline Long Short-Term Memory (LSTM) model in terms of efficiency and fluency. Specifically, the GRU 

model achieved a ROUGE-1 score of 0.2336, and the Transformer model scored 0.2881, significantly higher than the baseline 

LSTM model, which reported a ROUGE-1 score of 0.1033. These results underscore the potential of abstractive models to 

enhance the quality and accuracy of summarization in academic and scholarly contexts, offering more intuitive and meaningful 

summaries. 
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1. INTRODUCTION 

Automatic text summarization aims to generate a document summary without human involvement. Text 

summarization is an area with much promise in today’s age of information overflow. In the domain of scientific 

literature, the rate of publications grows exponentially, which requires efficient automatic summarization tools [1].  

These models offer significant practical applications for academic settings. For research paper summarization, they 

can be utilized by researchers and academics to generate concise summaries of scholarly papers, which facilitates 

quicker literature reviews and a better understanding of key findings. Additionally, institutions and publishers can 

leverage these models to automate the generation of abstracts for academic publications, thereby enhancing 

consistency and efficiency in summarizing research contributions. In terms of deployment, integrating our models 

with academic databases and search engines could provide users with efficient access to summarized research 

articles, streamlining the process of finding relevant literature. Furthermore, implementing these models through 

user-friendly interfaces in academic tools or platforms could greatly enhance accessibility, allowing researchers to 

easily generate or review summaries. 

This is a challenging task because a better understanding of the language model is required to produce such a 

structurally correct summary that contains meaningful phrases in it [2]. Standard natural language processing (NLP) 

techniques for this task require domain experts to craft the set of features manually. Due to the availability of the 

massive amount of data, deep learning algorithms can play an important role as they learn the most important 

features directly from data without needing any domain expert to extract features, and they can automatically 

shorten longer texts and generate such summaries that can deliver the intended messages by carrying most useful 

and important information. Researchers have been trying to improve existing techniques for summary generation so 

that a machine-generated summary matches the human-made summary [3]. 

Text summarization methods can be organized into extractive and abstractive. In extractive text summarization, the 

model picks up all words from the source document to make up the new summary. While, in abstractive text 

summarization, the model tries to generate phrases and sentences by using those words that are not present in the 

source document but have similar meanings. Previous research on summarizing scientific articles has focused purely 

on extractive methods [4]. However, the researchers now focus on abstract rather than extractive summarization 

techniques. This is because the summary generated through extractive techniques usually is longer than usual. This 

is mainly because its sentences contain those parts from the source document which are not meaningful. Thus, it 

wastes time and space. Whereas a summary generated through abstractive techniques is more coherent, precise, and 

clear. In this study, we aim at abstractive title generation from scientific articles. 

In most previous studies, summarization has been performed on news articles to generate a new title on limited 

datasets [5],[6]. In this study, we aim at abstractive title generation from the abstracts of scientific articles. The core 

objective of this work is to generate a headline that it contains the main crux of the article, providing enough 

relevant information in the form of a summary, just like a human-made summary. In this study, we employ the 

Transformer-based [7] model, which is inherently saleable for large datasets for text generation tasks. Furthermore, 

this study also extends the previously proposed work [8] by using the Recurrent Neural Network family (GRU; 

Gated Recurrent Unit) model for abstractive text summarization due to its main advantage of solving the vanishing 

gradient problem. Specifically, we aim to explore such a model, which will help in generating a simplified summary 

(in the form of headlines) from its corresponding abstracts of scientific articles using a limited scope of the dataset 

and this summary would be condensed and informative enough, consuming less training time and computation 

power. The abstracts of scientific articles are more difficult to summarize than news articles because of their 

compact, imprecise discourse style containing the problem, methodology, experiments/results, and conclusions [9]. 

Moreover, we aim to measure the performance of generated text by comparing the scores of the proposed model 

with the already implemented baseline model on the same hyper-parameters using the ROUGE metric [10]. 

Although researchers have been working towards text summarization to get state-of-the-art ROUGE results, no 

improvement has been seen in reducing model training time and getting a better version of summarization. 

The rest of the paper is organized as follows. Section 2 describes the literature review in detail, covering existing 

techniques and methods that have been used for text summarization. Section 3 proposes the methodology covering 

the data set collection and preprocessing details and the overall approaches used for generating the title from its 

abstract. The implementation detail of the proposed solution has also been discussed here. Section 4 presents 
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quantitative and qualitative analysis and discusses the results in detail compared to previous approaches. Section 5 

presents concluding remarks on the overall research work and points out the future directions that could be followed. 

 

2. RELATED WORK 

The extractive approach involves selecting the most relevant phrases and lines from the original papers and 

combining them to form a summary. In this case, every line and word in the summary is directly taken from the 

original document. On the other hand, the abstractive approach uses deep learning techniques to generate summaries. 

This method creates new phrases and terms that differ from those in the original document while preserving the core 

ideas, similar to how one might summarize in their own words. Consequently, the abstractive approach is 

considerably more challenging than the extractive method. 

Previous research on summarizing scientific articles has focused purely on extractive methods [4]. However, the 

researchers now focus on abstractive summarization techniques instead of extractive summarization techniques. 

Unlike extractive methods, a summary generated through abstractive techniques is more coherent, precise and clear. 

In this following section, we review abstractive text summarization studies. 

2.1 Abstractive Text Summarization (Earliest Prominent Works) 

Starting from the earliest notable works in this area, the Neural Attention Model was presented for abstractive 

sentence summarization in headline form [5]. The feed-forward neural network language model (NNLM) [11] was tested 

in news articles in the New York Times. There were grammar mistakes in the summary generated through the 

NNLM model. Also, word order was also changed in summary, which was generated through an Attention-Based 

encoder. In the same year, the hierarchical Long Short-Term Memory (LSTM) autoencoder model was presented 

with an attention mechanism for multi-sentence generation [12]. An autoencoder is like a neural model in which the 

input and output units are identical. Later, multi-sentence abstractive summarization was performed using an 

attentional encoder-decoder recurrent neural network [6]. For this purpose, they used an attentional GRU bi-

directional neural network. The Encoder-Decoder RNN with Attention model adopted a Large Vocabulary Trick 

(LVT) [13] in which the decoder picks the words that exist in the source input text while decoding. In another model, 

they used the Feature-rich Encoder technique in which additional embedding matrices are created based on look-up 

embedding to capture linguistic features, i.e., TF and IDF information, named-entity tags, and parts-of-speech tags 

that help in determining the words that have high importance in the text. They have handled unknown or out-of-

vocabulary (OOV) words using the pointer-generator network, where the decoder decides either to point (copy word 

from the input source text) or generate a word based on its context at each timestamp. For a good summary, it is 

essential to capture the keywords in the input document and find meaningful, vital sentences. To achieve this goal, 

the authors of this paper have also used another model where two bi-directional RNNs have been used to capture the 

critical keywords and key sentences from the input document where the attention mechanism operates 

simultaneously at the word and sentence levels. Later, in the same year, a data-driven approach for summarization of 

a single document was presented [14]. The framework consisted of a hierarchical document encoder and extractor 

based on an attention mechanism to identify the most important sentences to extract and generate an abstractive 

summary. 

Besides this, abstractive summarization was performed with Pointer-Generator Networks [15]. This model can copy 

words from the source input text via pointing, which helps in reproducing information, and finally, novel words are 

produced through the generator. It also solved inaccuracies found in the summary; the problem of word repetition was 

also solved using a coverage mechanism. The only drawback with this model was that there was no strategy for 

selecting content, and its copying mechanism was copying too much data, even long sentences and phrases. This 

same year, an approach was presented for scientific and structured document summarization [16]. The approach 

used in this paper had four steps named segmentation of document, language models generation, term selection and 

sentence extraction. To better handle the redundancy of words or phrases in abstractive summary, an RNN encoder-

decoder model was presented with Word Frequency Estimation (WFE) as an additional component [17]. In the same 

year, the authors presented a model that performed query-based abstractive summarization with an attention 

mechanism to handle various issues found in the basic encode-attend-decode model [18]. The model has two additions 

(a) a query and document attention model, which tries to understand different parts of the query at each time stamp, 

and (b) to solve the problem of repeating words and phrases in the generated abstractive summary, a model which is 

diversity-based and with an attention mechanism. Later on, a neural network model was presented for abstractive text 
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summarization with an innovative intra-attention mechanism that looked at the input in detail to generate an output 

summary [3]. The model was trained with reinforcement learning and teacher forcing to generate a readable and 

coherent summary. New York Times and CNN/Daily Mail datasets were used for evaluation using the ROUGE metric. 

For a generation of abstractive summary, authors implemented a model which was based on sequence-to-sequence 

encoder-deep recurrent generative decoder (DRGN) [19]. Their motivation was to present a model that could learn 

the hidden structure information present in the target summaries and could enhance the performance of abstractive 

summary generation by using this information.  

 

2.2 Abstractive Text Summarization (Recent Prominent Works) 

More recently, for abstractive text summarization, authors presented a model based on an encoder-decoder 

architecture with deep communicating agents [20]. In this model, the encoding task is divided into several 

collaborating agents who help in sub-divisions of the input source text. Encoders in this model are associated with a 

single decoder to generate a coherent and focused summary trained using reinforcement learning. This way of 

communication of multiple encoders causes to generate a summary of higher quality compared to the models used in 

baselines. Afterwards, researchers [21] attempted to address the Neural Abstractive Summarization of single, 

longer-form documents like Research papers in 2018. Earlier, these models (Neural abstractive summarization) have 

been used in summarizing relatively short documents. The authors presented a neural sequence-to-sequence model 

that was able to summarize long and structured documents effectively. The approach used in the paper consisted of a 

new hierarchical encoder that exhibits the structure of a document and a decoder (discourse-aware) for a summary 

generation. Nuances in the coherence or coverage of the summaries were not appropriately captured through the 

evaluation of the ROUGE metric. 

Based on actor-critic approaches, an attention-based seq2seq framework was employed, for the actor, as the policy 

network for neural abstractive summarization [22], whereas for the critic, the maximum likelihood estimator was 

combined with the global summary quality estimator. An alternative training strategy was suggested for joint 

learning of both (the actor and critic). This solution was proposed to avoid low-quality summaries or summaries 

with incorrect phrases. To capture the main gist of the text, summarization and sentiment classification [42], [43] are 

helpful techniques but at different stages. For this purpose, a hierarchical end-to-end model was proposed [23] for 

learning both text summarization and sentiment classification, where sentiment classification also helps in text 

summarization. Its layer is placed above the layer of text summarization, from which a hierarchical structure was 

obtained. The model consists of three components (a) the text encoder, (b) the summary decoder and (c) the 

sentiment classifier. The model was named Hierarchical Summarization and Sentiment Classification (HSSC). 

A deep learning topic-aware model was proposed to handle the automatic text summarization with the help of 

involving topic information in the convolutional sequence-to-sequence (ConvS2S) model [24]. For optimization, 

self-critical sequence training (SCST) was used. Summaries generated through this model were full of information, 

consistent, and varied. Later, in the same year [25], the abstractive summary was generated for Wikipedia articles 

using a model that has its roots in transformer network [7], but its primary focus was on multi-document 

summarization. In this paper, the authors have used a transformer decoder with an attention mechanism (memory-

compressed) (TDMCA). 

A novel framework was introduced named Abstract Meaning Representation (AMR), where source input is parsed 

into AMR graphs, then these graphs are converted into a summary graph, and finally, the text is generated from the 

summary graph [26]. In this method, a structured prediction algorithm is used, which converts input semantic graphs 

into output (single summary) semantic graphs. In the same year, the researchers proposed a simple model that could 

accurately select content from input documents in the form of phrases to be included in the output for abstractive 

text summarization [27]. The content selector found in this model could be used for bottom-up attention that limited 

the words to be copied from the input document to output text as a summary. Previously, summarization has been 

performed for single documents, but later on, researchers tried to explore neural abstractive methods for multi-

document summarization. Authors proposed an approach based on the encoder-decoder network in which all 

documents of a document set are treated as input, then the encoder converts these documents into a representation of 

the document set, and finally, the decoder generates a summary [28]. 

Recently, LSTM-CNN, an abstractive text summarization framework, proposed ATSDL that could generate entirely 

new sentences using semantic phrases [29]. This framework was different from already existing methods, and it was 
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a two-step process; in the first step, key phrases are extracted from the input sentences and in the second step, 

summaries are generated using the deep learning model (LSTM). Later in the same year, a Hybrid learning model 

was proposed for Abstractive Text Summarization (HATS), which could read a document as humans do. Earlier, no 

such methodology was adopted for summarization, so this strategy took the lead in its work. Their model was 

divided into three phases; an attentional network, an encoder-decoder network and a generative adversarial network 

module, which were synchronized together to read like humans. The summary generated through this process was 

fluent, containing important information [30]. A mixture model was proposed to enhance the machine-generated 

abstractive summary in its generalized form with its roots in deep learning techniques and semantic data 

transformations [31]. This model helped generate general summaries, which the model further transformed to be 

readable by humans. This model also solved out-of-vocabulary and rare word problems. Very recently, BERT based 

extractive text summarization has been performed where the authors of the paper have called this discourse-aware 

neural extractive summarization model DISCOBERT, which has its basis in BERT [32]. The summary generated 

through this model is short in length and conveys important and less redundant information. DISCOBERT with 

discourse unit has helped minimize text redundancy in the generated summary. In the same year, the authors 

performed both extractive and abstractive summarization using a new dataset (proceedings of 41st International 

ACM SIGIR 2018) which has human-written goal summaries for the summary evaluation. This dataset consisted of 

abstracts which the humans and academic publications have written. LSTM-NN was used to deal with the semantic 

and syntactic features required for summarization [33]. 

To capture the main concepts of the input text for summarization, an encoder-decoder model with a double attention 

pointer network (DAPT) has been proposed [34]. This model (DAPT) works in three steps: 1) first, core concepts of 

the text are taken by the self-attention mechanism from the encoder part, 2) after which main content is generated by 

the soft-attention and pointer network, which is more coherent and consistent, 3) in the last step, both strategies 

combine to generate a fluent summary. Later on, a novel network was proposed for abstractive text summarization 

named the Hierarchical Human-like deep neural network for Abstractive Text Summarization (HH-ATS), which 

could grasp the necessary information by reading from the input document like humans do and could generate 

relevant summary [35]. 

The significant difference in our methodology compared to other studies is to improve the ROUGE scores using less 

training time and data yet to generate impressive summaries (titles) from our encoder with greedy-search decoder 

GRU neural network model and Transformer models. We found that training our GRU model was 1.5 times faster 

than the baseline model (LSTM), and the Transformer model was 10 times faster than the baseline model (LSTM). 

3. DATA AND METHODOLOGY 

We used two models in this study to generate abstractive titles from scientific documents. The first model is based 

on GRU, which belongs to the recurrent family of algorithms. The second model employs Transformer architecture 

which eliminates bottleneck of recurrency by leveraging attention mechanism during training [7]. 

3.1 Dataset and Preprocessing 

We evaluate the models on a data set comprised of five million abstracts of scientific articles with their 

corresponding summaries in the form of titles. Dataset can be downloaded from google repository, which contains 5 

million papers in the biomedical domain, having both the versions of the dataset as raw dataset and pre-processed 

dataset. The dataset is present in compressed format, and before accessing the dataset, its files have been 

uncompressed. The dataset is transformed into a training, validation, and testing split. This dataset is extracted from 

MEDLINE (Medical Literature Analysis and Retrieval System Online, or MEDLARS Online), which is a 

bibliographic database of life sciences and biomedical information. It contains metadata of scientific articles of 

almost 25 million papers in the biomedical domain in XML format. Compiled by the National Library of Medicine 

(NLM), MEDLINE is available on the Internet without any cost, and it can be searched via PubMed. To compare 

the results, our model is trained on the same training data of scientific journal articles [9] reported by previous work 

on abstractive text summarization using recurrent neural networks (RNNs), which is present in the form of title-

abstract pairs (title-gen). As extensive computational power or machine is required to train a model on whole 5 

million training records, so we limited our model training to 100K training records and 1K testing records for model 

evaluation. 
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The data files are processed to pair the abstract of a paper to its title to form a title-gen dataset for summarization 

(title generation from its abstract), where figures, tables or headings in the body were skipped. Several pre-

processing techniques were also applied, like tokenization and conversion of uppercase letters to lowercase. Besides, 

URLs found in the data were removed, and all numbers were replaced with a hash (#). Furthermore, all those pairs 

of titles and abstracts were excluded from data where the abstract length or title length was not in the range of 150-

370 tokens and 6-25 tokens, respectively. We have applied the following further pre-processing steps to data: (i) We 

included a start and end token to each sentence so that the model could understand when to start and stop predicting, 

(ii) To clean the sentences, special characters were also removed, (iii) We created a word index and reverse word 

index, which is a mapping of dictionaries from word → id and id → word), and (iv) Each sentence was also padded 

to reach a maximum length. 

 

3.2 Methodology 

Since abstractive summarization is a sequence-to-sequence (seq2seq) problem where a source length and target 

length vary, to solve such problems, an encoder-decoder neural network is used. Encoder-Decoder architecture 

works well when the input source length is standard. This is because a basic encoder-decoder’s performance 

declines as an input sentence’s length increases. To overcome the memory and performance limitations of encoder-

decoder architecture, an attention mechanism is introduced to predict a word by looking at a few specific parts of the 

input sequence instead of focusing on the entire sequence. In this research, we compare the results of Attentional 

Encoder-Decoder Recurrent Neural Networks, our proposed model, i.e., encoder with greedy-search decoder GRU, 

and Transformer-based model with that of baseline work, i.e., encoder-decoder LSTM [8]. This study aims to 

summarize a huge content of the source (abstract), with the help of a deep learning model, by compressing its main 

content into its shorter version, like title/headline generation, using vocabulary that is not present in the source 

document. 

 

3.2.1 GRU Model with Attention Layer 

The overall approach for the GRU has been explained below with the help of Figure 1. The encoder reads source 

text as input text and generates hidden states at each time step. The encoder’s combined state is treated as a first 

input to the decoder. The decoder’s output is called the decoder’s 1st hidden state. A score (scalar), which is a dot 

product between the encoder’s hidden states and the decoder, is obtained by an alignment model/score function. The 

final scores are then fed to a softmax layer. The alignment/annotation vector is obtained by multiplying the softmax 

score with each of its encoder hidden states. The alignment vectors are added together to generate the context vector. 

For the next decoder step, the generated word from the former decoder time step (pink) and context vector from the 

current time step are passed as input after concatenation. 

 

3.2.2 Fine-tuning Pre-trained Transformer Model 

The overall approach for the transformer has been explained below with the help of Figure 2. Since Transformer 

models do not use recurrency, therefore, the sequence between the input text is captured with the help of positional 

embeddings. The positional embeddings are concatenated with word embeddings and further feeds into the encoder. 

The encoder consists of multi-head attention with a feed-forward layer. The encoder states are further passed to the 

decoder, consisting of masked multi-head attention followed by multi-head attention and feedforward. Unlike the 

recurrent model, the output generates more than one token sententiously. 

In this paper, we have fine-tuned three pre-trained language models, including ProphetNet, Pegasus, and BART, that 

have achieved state-of-the-art performance for the summarization task. The hyperparameters are given in Section 

3.2.3. 
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Figure 1. GRU Architecture With Attention Layer Used In The Study 

 

ProphetNet is a sequence-to-sequence pre-trained model that introduces an innovative n-stream self-attention 

mechanism combined with future n-gram prediction. Unlike traditional sequence-to-sequence models, which are 

optimized for one-step-ahead prediction, ProphetNet is optimized for n-step-ahead prediction. This approach 

involves predicting the next n tokens simultaneously, using prior context tokens at each time step. The model is 

specifically designed to consider future tokens through the future n-gram prediction, which helps to prevent 

overfitting on local correlations. ProphetNet achieved a new state-of-the-art performance in abstractive 

summarization after being trained on two datasets: a base-scale dataset (16GB) and a high-scale dataset (160GB). 

 

 

Figure 2. Fine Tuning Of Pretrained Models 
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The pretraining process for Pegasus is intentionally designed to mimic summarization. This is done by masking or 

removing key sentences from an input document and then generating a single output sequence from the remaining 

sentences, similar to how an extractive summary works. 

A denoising autoencoder named BART is utilized to pretrain sequence-to-sequence models. The training process for 

BART begins by corrupting the text using a random noise function, after which the model is trained to reconstruct 

the original text. BART features a Transformer-based neural machine translation architecture, which, despite its 

straightforward design, can be seen as a generalization of earlier pretraining methods such as GPT and BERT, due to 

its bidirectional encoder and left-to-right decoder. It introduces an innovative in-filling technique that involves 

randomly reordering sentences and replacing long sections of text with a single mask token. BART performs 

optimally when fine-tuned for text generation tasks. 

3.2.3 Experimental Setup 

Since abstractive text summarization is a structured prediction problem, we used the neural attentive encoder-

decoders framework [36], best suited for solving such problems. The quality of the resultant summary has been 

measured with the ROUGE metric [10] on the test set. 

For abstractive text summarization (title generation from abstract of scientific article), we have implemented our 

models using GPU enabled Keras and TensorFlow libraries on Google Colaboratory, which is a cloud-based free 

online Jupyter notebook environment that allows training deep learning models on either CPUs, GPUs, and TPUs. 

We have implemented all the models, including the LSTM encoder-decoder model [36] with an attention 

mechanism [37] used in the baseline paper [8] and compared it with our proposed models, our GRU architecture is 

similar to the baseline paper except that we are using an encoder with greedy-search decoder GRU units instead of 

LSTM. A recurrent neural network (RNN) [38] is a powerful and expressive framework to handle sequential data 

where input and output lengths may vary. In an encoder-decoder RNN, the encoder processes the input sequence and 

transforms it into an internal representation known as the context vector. Conversely, the decoder produces the 

output sequence by interpreting the encoded input from the encoder. Typically, the decoder is trained to anticipate 

the next word in the output, using both the context vectors and all previously predicted words as reference. 

The model used in our research was trained with the same hyper-parameter settings as defined in the foundational 

paper [8], except that fewer input/output vocabularies are used. For comparison, we have used the same architecture 

to train both models on the same provided dataset. The first model is RNN Encoder with beam-search Decoder 

LSTM [39] used in the baseline paper, while the other is our proposed model, to which we refer as RNN Encoder 

with greedy search Decoder GRU, both working with attention mechanism [37]. 

In this study, our training process and choices of hyper-parameter are similar to those used in the baseline paper, 

except that we have trained both the models on 100K training records only instead of training them on whole 

training data (5 million) as it is a computationally extensive task which requires a GPU enabled machine along with 

many additional days for training to complete successfully. Our train/evaluation split is 100K/1K. Specifically, we 

have trained both multi-layer deep recurrent models for our research, each of which has two layers containing 1000 

hidden units, with 500-dimensional word embeddings, and input/output vocabularies were limited from 80K to 25K 

due to memory limitation. Our hyper-parameters can be summarized as follows: (a) both models were trained for 11 

epochs, (b) the optimizer was chosen as Adam [40], (c) the batch size is 64, and (d) the decoder beam search size is 

20 and (e) use of sparse categorical cross-entropy as the loss function as it overcomes memory issues if any. 

Training our model on 100K training records takes about 6-8 days on GPU-enabled Google Colaboratory Jupiter 

notebook. The training steps are detailed as follows: (i) During the training phase, when the input is processed by the 

encoder, it generates both the encoder output and the encoder’s hidden state, (ii) This information is then transferred 

to the decoder, which receives the encoder output, the encoder’s hidden state, and the decoder input, (iii) The 

decoder produces the predictions along with its own hidden state, (iv) The hidden state from the decoder is fed back 

into the model, and the predictions contribute to the calculation of the loss, (v) Through the use of teacher forcing, 

the subsequent input to the decoder is determined [41], and (vi) Teacher forcing involves providing the output 

(target) word to the decoder as the next input, which aids in reducing the loss function at each step of decoding in 

GRU and LSTM-based models as in Equation (1). 

Loss𝐺𝑅𝑈−𝐿𝑆𝑇𝑀 = − ∑ log 𝑝( 𝑦𝑘 ∣∣ 𝑦1, … , 𝑦𝑘−1, 𝑥1, … , 𝑥𝑛 )

𝑛

𝑘=1

 (1) 
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Here, 𝑦 = {𝑦1, 𝑦2, … , 𝑦𝑛} is defined as the output sequence of the ground truth while 𝑥 = {𝑥1, 𝑥2, … , 𝑥𝑛} is a given 

input sequence. In the last step, gradients are calculated and applied to the optimizer and back-propagate. 

For the Transformer model, we used the following loss function: the combination of language model loss and future 

n-gram loss is shown on Equation (2). 

Loss 𝑇𝑟𝑎𝑛𝑓𝑜𝑟𝑚𝑒𝑟 = −α0 (∑ log 𝑃 𝜃( 𝑦𝑡 ∣∣ 𝑦<𝑡 , 𝑥 )

𝑇

𝑡=1

) − ∑ α𝑡

𝑚−1

𝑗=1

⋅ ∑ log 𝑃 𝜃( 𝑦𝑡+𝑗 ∣∣ 𝑦<𝑡 , 𝑥 )

𝑇−𝑗

𝑡=1

 (2) 

4. RESULTS AND DISCUSSION 

This section evaluates and compares our models through quantitative and qualitative analysis. The output of our 

model is abstractive summary in the form of one-liner headline generation carrying the most relevant textual 

information. 

4.1 Automatic Evaluation 

We evaluated the performance of both recurrent models studied under this research on the provided dataset using the 

ROUGE (Recall-Oriented Understudy for Gisting Evaluation) metric [10], which is a recall-based metric, frequently 

used for summarization and has also been used by DUC (Document Understanding Conferences) for their tasks. 

This metric is used to determine the quality of machine-generated summaries by comparing them with ground truth 

summaries, which have been created by humans, by counting the overlapping units such as n-gram, word sequences, 

and word pairs between them (Equation (3)). 

ROUGE =
 Number of overlapping words 

 Total number of words in reference summary 
 (3) 

It has several automatic evaluation measures that could be used to measure the similarity between summaries. Our 

reporting uses the ROUGE-1, ROUGE-2, and ROUGE-L measures. Here, ROUGE-1 and ROUGE-2 are unigram 

and bigram overlap to measure similarity between ground truth and machine generated summaries and assess 

informativeness, while ROUGE-L measures the longest common subsequence, a means of assessing fluency. For 

each ROUGE measure, a recall (R) score and a precision (P) score are balanced using the F1 score. The fundamental 

way to compute the F1 score is to count a harmonic mean of precision and recall, as shown in Equation (4). 

𝐹1 = 2 ×
𝑃 × 𝑅

𝑃 + 𝑅
 (4) 

ROUGE computes the overlap of words between predicted output and actual output. We run ROUGE on our 

generated and gold summaries for 1K test records. Below is the Inner detail of the evaluation procedure. 

The evaluate function operates similarly to the training loop, but without employing teacher forcing. The prediction 

process continues until the model predicts the end token, and attention weights are preserved at each time step. At 

each step, the decoder receives its previous predictions, the hidden state, and the encoder output as input. 

Furthermore, it has been observed that our model (attentional GRU encoder without beam-search decoder) is quite 

effective as compared to the baseline model in predicting headlines from the abstracts of scientific articles it was 

trained on when the greedy-search decoder is used instead of the beam-search decoder. Generally, our proposed 

model seems to capture the gist of the text by introducing completely new words while generating the title/headline 

of an abstract. However, on the other hand, the baseline model (encoder with beam search decoder LSTM) shows 

poor performance as there are multiple repetitive words in the generated summary/headline. 

4.2 Discussion  

Results of the baseline model and produced by our models (attentional encoder with greedy-search decoder GRU) 

and Transformer model are given in Table 1. Our model 1 achieved Rouge-1, Rouge-2, and Rouge-L at 23.4%, 3.5% 

and 23.3%. Whereas model 2 achieved Rouge-1, Rouge-2, and Rouge-L at 28.8%, 11.08% and 25%. Model 3 

achieved Rouge-1, Rouge-2, and RougeL at 31.2%, 17.4% and 32.9% while model 4 achieved Rouge-1, Rouge-2, 

and Rouge-L at 44.4%, 22.8% and 38.3%. 
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Table 1. Rouge-F1 Metric Results For The Title-gen Dataset: R-1, R-2, R-L represent the ROUGE-1/2/L metrics 

Model ROUGE-1 ROUGE-2 ROUGE-L 

Baseline: LSTM 0.1030 0.00285 0.1466 

Model 1: GRU with Attention 0.23361 0.03464 0.23321 

Model 2: Transformer-ProphetNET 0.28809 0.11086 0.25002 

Model 3: Transformer-PEGASUSLARGE 0.31241 0.17450 0.32904 

Model 4: Transformer-BART 0.44392 0.22769 0.38256 

 

We have shown the summarization performance measured in the ROUGE score, obtained on 100K training records 

and computed on 1K test records. It is clear from the table that our proposed model outperforms the baseline model. 

Furthermore, we also observed that evaluation through-beam search decoding on test records slows down the output 

generation. Finally, the Transformer-based models such as ProphetNET, PEGASUSLARGE, and BART outperform 

our solution; however, they are computationally expensive. 

We have shown system-generated summaries (titles) of both the models in Figure 3. along with the ground truth 

summary (original title), and it can be seen clearly that our model can produce a legible summary having the same 

context as of the ground truth title, even though both titles do not match by words. While on the other hand, the 

same words or phrases often get repeated in the summary generated through the baseline model. 

 

 

Figure 3. An Example Of A Headline Generated By The Models Studied In This Research And Their Comparison 

With The Ground Truth Summary 
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5. CONCLUSION 

With ever-increasing textual content every day, there is a need for a method that can automatically summarize the 

entire content in the precise form, usually in a headline, conveying the most valuable and essential information. In 

this research work, we have applied the attentional encoder-decoder recurrent neural network to generate an 

abstractive summary in the form of single-line headline generation instead of lengthy summaries due to the 

complexity and various limitations such as colossal memory requirements, long training time or even architectures 

inefficiency with long output sequences. For summarization, we have trained two recurrent models (an encoder with 

beam-search decoder LSTM and an encoder with greedy-search decoder GRU units and attention), along with the 

Transformer model, to generate headlines using scientific articles’ texts from the MEDLINE dataset. After 

comparing models on the same hyper-parameters and identical training records of the dataset, results reveal that our 

proposed models outperform the baseline model on the evaluation metric with promising results, as shown in the 

results and discussion section. For evaluation, ROUGE F1 metric is used. Furthermore, it has also been observed 

that the summary generated from the baseline model has poor quality as there are word repetitions in the summary, 

as exhibited by the baseline model. 

After showcasing our models’ results, we believe that there is still room for many improvements in future work that 

could serve as a continuity of this work. Although this research provides a better approach to saving computational 

cost while training on a subset of the training dataset, we still believe it is challenging to train such models on this 

complete (5 million) dataset because of the large memory and computation requirements. Additionally, as part of 

future work, a plan is needed to focus on building more robust models by generating summaries comprising multiple 

sentences. Along with it, one more challenge is left for the future: to better handle rare or unknown words in the 

source content. While our work has been focusing on text summarization of documents in English, we expect this 

work to be carried over to other languages (supporting multi-lingual summarization). Moreover, we plan to 

implement an attention mechanism from scratch in future work. 
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