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Abstract - In this era Python is the most popular as 

well as in -demand language for Data Science due to 

the number of libraries available for data processing, 

analysis and data visualization. The aim of this review 

paper is to give the overview of different available 

libraries. For this we grouped 48 different libraries in 

3 different categories which are Data Collection, Data 

Analysis & Processing and Data Visualization. For 

comparison we use the GitHub community base (Stars, 

Forks and commits) as well as their properties and 

functionalities. 

Keywords— Python, Machine learning, Deep 
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I. INTRODUCTION  

Data Science is the domain of study which deals 

with the very large amount of structured or 

unstructured data using various modern technical 

tools, statistics, artificial intelligence and machine 

learning techniques to produce and visualize 

meaningful information to help an organization to 

make business decisions. In the current era there are 

multiple forms of data which are in the form of text, 

image, numbers, audio and video. As a result, there 

is a requirement to handle this data and analyze it to 

produce some information by which any 
organization can make decisions easily which will 

be helpful for society as well as for the organization 

to grow well.  

A complete Data Science process goes through 

some sub-processes which are Data Collection, 

Storage and Process, Data Analysis and the last one 

is Data Visualization. According to a survey 

conducted by Anaconda [1] out of 3104 respondents 

63% of respondents always or frequently used 

Python, which makes it the most demanded 

language in 2021. Python provides a number of 
libraries which are freely available and anyone can 

use them for Data Science. 

The aim of this research paper is to provide an 
overview and pros & cons of these Python libraries.  

According to the data science process we 

categorize these available libraries in three stages- 

Data Collection, Data Analysis and Processing, and 

Data Visualization.  

II. OVERVIEW OF LIBRARIES 

A. Data Collection 

Data Collection plays a major role for any data 

science project. For scrapping and collecting the 

data python provides Beautiful Soup, Scrapy, 

Pattern, twitter-scraper, clevercsv, parse, camelotpy, 

MechanicalSoup, and many more data collection 

and extraction libraries which are presented in Table 
I and Fig. 1. 

beautifulsoup4 [2], this python library is the 

most suitable and popular way to scrap any website 

and collect the data from its web pages. 

textract [3] is used to extract the data from any 

type of file. 

Scrapy [4] is the python framework which is 

used to scrap the data from multiple websites in a 

user required format. 

Pattern [5] is used for web mining which 

provides the functionality to mine the data from 
Google, Twitter etc. 

twitter-scraper [6], this provides the 

functionality to access the tweets from twitter. It 

retrieves the content with the help of requests 

package and parse that content with the help of 

beautifulsoup4. 

clevercsv [7] provides the functionality to handle 

the unordered CSV files. 

Parse is used for parsing a string according to the 

given format. 
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camelot-py [8] with the help of this library, we 

can extract a table from the file which is in pdf 

format. It accesses tables from only text based pdf 

document not from the scanned document. 
 

 

Fig. 1. Data collection libraries (Stars achieved data from 

GitHub). 

Table I: Information of data collection libraries from GitHub. 

Library Stars Forked Commits 

scrapy [4] 46792 9927 9730 

pattern [5] 8451 1596 1434 

textract [3] 3444 523 585 

twitter-scrapper 

[6] 

2262 574 262 

camelot-py [8] 1903 347 599 

clevercsv [7] 1075 60 800 

beautifulsoup4 

[2] 

52 22 1 

Note: Data collected till 12 April 2023. 

 

B. Data Analysis & Processing 
 

After collecting the data, it should be analyzed 

and processed to produce the information as it is a 

very crucial part of the data science process. At this 

stage, firstly the major errors like duplicate data, 

NULL data etc. will be removed from the collected 

data. This process is known as data cleaning. After 

that the cleaned data will be organized in a structured 

manner and then this structured data will be 

processed to generate the meaningful information. 

For this complete process python provides us lots of 
libraries such as- numpy, scipy, pandas, scikit-learn, 

statsmodels, pycaret, tensorflow, opencv, keras, 

pytorch, Cython, pytables, h5py, mlpy, shogun, 

caffe,mrjob, dumbo, hadoopy, pydoop, PySpark etc. 

These data processing and analysis libraries are 

divided into two categories- Machine Learning 

Libraries (in Table II and presented in Fig. 2) and 

Deep Learning Libraries (in Table III and presented 

in Fig. 3). 

 

Machine Learning Libraries: 

numpy [9] and scipy [10] are the essential 
packages for data science projects. These are the 

mathematical packages which provide the 

functionalities to solve most of the mathematical 

expressions or problems. 

pandas [11] is a Python package that provides 

flexible data structures to work on labeled as well as 

relational data easily. 

scikit-learn [12] is a module for machine 

learning which is used for predictive data analysis. 

statsmodels [13] is a python module that 

provides the functionality to conduct statistical tests. 

pycaret [14] is an open source machine learning 
library which allows data scientists to perform 

complex ML tasks easily and quickly by writing a 

few lines of code. 

tensorflow [15] is an open source ML platform 

which helps the developers to solve real world ML 

problems by preparing the data, building pre-trained 

or custom models and deploying them in device or 

cloud. 

opencv [16] is an open source library for image 

processing and machine learning. With the help of 

this we can process images or videos to find any 
object as well as identify the handwriting etc. 

keras [17] is the mostly used framework for deep 

learning applications. This high level, deep learning 

API is developed for implementing neural networks 

by Google.  

h5py [18] is used to work on HDF5 binary files. 

It helps to store and manipulate huge amounts of 

data with the help of numpy. The most important 

thing of this is that the files created are in standard 

binary format which can be easily distributed to the 

developers, even those who work on MATLAB also. 

mlpy [19] uses numpy/scipy and GNU scientific 
libraries to solve ML problems. It is used for 

supervised and unsupervised machine learning 

applications. It provides the features- least square 

regression, ridge regression, last angle regression, 

elastic net, PLS regression, SVR regression, LDA 

classification, SVM classification, DLDA 

classification, K-means and Hierarchical clustering, 

LCS etc. 

shogun [20] is C++ based python package for 

ML applications. It is less popular than tensorFlow 

or SkLearn, because it provides much less technical 
documentation and support compare to SkLearn. 

mrjob [21], python package for Hadoop 

streaming jobs. mrjob supports EMR, Google Cloud 

Dataproc as well as local Hadoop clusters. With the 

help of this we can write multi step jobs. 

dumbo [22] is a python module for Hadoop 

streaming programs, especially used for MapReduce 

codes. 
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hadoopy [23] is used for Hadoop Streaming. It 

provides the facility to automate job parallelization, 

local execution of unmodified MapReduce jobs etc.  

pydoop [24], it is used for Hadoop applications 

to write MapReduce applications and interact with 
HDFS. 

Pyspark [25] allows us to write Spark 

applications using python as well as provides a 

PySpark shell for analyzing the data in a distributed 

environment. 
 

 

Fig. 2. Machine learning libraries (Stars achieved data from 

GitHub). 

Table II: Information of machine learning libraries from GitHub. 

Library Stars Forked Commits 

tensorflow [15] 173238 88109 146348 

opencv [16] 67968 54872 32778 

keras [17] 57875 19314 8024 

scikit-learn [12] 53764 24171 29857 

pandas [11] 37908 16058 32113 

pyspark [25] 35460 26830  

numpy [9] 23181 7979 31987 

scipy [19] 11058 4672 29853 

statsmodels [13] 8370 2683 14950 

cython [26] 7837 1376 17571 

pycaret [14] 7166 1605 4720 

shogun [20] 2939 1052 17588 

mrjob [21] 2599 609 8622 

h5py [18] 1855 496 4207 

dumbo [22] 1041 150 389 

hadoopy [23] 243 59 490 

pydoop [24] 233 58 2666 

mlpy [19] 9 5 42 

Note: Data collected till 12 April 2023. 

Deep Learning Libraries: 

pytorch [27] is a framework for deep learning 

applications written in Python developed by 
Facebook. It is commonly used in image processing 

and language processing applications. 

pytables [28] is used to handle a very large 

amount of data easily and efficiently. The most 

important feature of PyTable is memory 

optimization.  

caffe [29], it provides the functionalities for deep 

learning projects where Expression, Speed, 

Modularity matter. 

Theano [30] allows users to define, optimize and 

evaluate mathematical expressions and provide low-

level API for deep learning applications. 
mxnet [31] developed by Amazon, allows us to 

mix the flavors of two different deep learning 

applications to maximize efficiency and 

productivity. 

Microsoft cntk [32] helps the library users to 

develop a distributed deep learning application. 

tflearn [33], it is a modular and transparent deep 

learning library which is easy to use and provides 

fast prototyping and complete transparency over 

Tenserflow. 

nolearn [34] provides a high-level interface for 
building and training deep neural networks. It 

includes inbuilt CNN and RNN for data processing. 

elephas [35] is an extension of keras to run 

distributed deep learning applications. 

Lasagne [36] allows us to build and train neural 

networks in Theano and also support CNN and 

LSTM. 

 

Fig. 3. Deep learning libraries (Stars achieved data from GitHub). 
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Table III: Information of deep learning libraries from GitHub. 

Library Stars Forked Commits 

tensorflow [15] 173238 88109 146348 

pytorch [27] 65153 17980 58758 

keras [17] 57875 19314 8024 

caffe [29] 33241 18978 4156 

numpy [9] 23181 7980 31987 

mxnet [31] 20358 6871 11896 

cntk [32] 17343 4382 16117 

theano [30] 9711 2508 28132 

tflearn [33] 9590 2412 613 

lasagne [36] 3842 974 1161 

elephas [35] 1564 312 509 

pytables [28] 1199 246 4410 

nolearn [34] 950 269 396 

Note: Data collected till 12 April 2023. 

 

C. Data Visualization 

How to represent the analysis output or 

represent the analyzed information, plays an 

important role for any Data Scientist. We may 

represent the information or processed and analyzed 

data in the form of tables, charts or graphs. To 

visualize the data in different forms python provides 
us with a number of libraries or tools such as 

seaborn, matplotlib, plotly, bokeh, plotnine, altair, 

pygal, geoplotlib, folium, and Gleam etc, in Table 

IV and presented in Fig. 4. 

matplotlib [37] is the library which is mostly 

used for static, animated and interactive data 

visualization in high quality. 

seaborn [38] is a statistical data visualization 

library based on matplotlib. It performs semantic 

mapping and statistical aggregation internally to 

produce an effective graph. 
plotly [39], it is an open source browser based 

data visualization library for python which provides 

approx 30 chart types.   

bokeh [40] is an open source library to visualize 

the productive data in the form of charts, dashboards 

which is flexible, shareable and interactive on 

modern web browsers. 

plotnine [41] is the python implementation of the 

Grammar of Graphics inspired by the ggplot2 library 

of R. It is used to draw the complex plot from the 

dataframe.  

altair [42], it is a python API based on traitlets 
for data visualization. Here we require the data 

which is in data frames (row-column) and the data is 

mapped by the group-by data transformation. 

pygal [43], python module to create interactive 

graphs and charts in the form of SVG format, png 

format etc. 
geoplotlib [44], it is used to visualize the 

geographical data. It launches a window to show the 

openstreetmap and plots the point and allows us to 

zoom, map projection and download the map tiles 

with openGL.  
 

 

Fig. 4. Data visualization libraries (Stars achieved data from 

GitHub). 

Table IV: Information of data visualization libraries from GitHub. 

Library Stars Forked Commits 

bokeh [40] 17461 4093 20078 

matplotlib [37] 17195 6832 46919 

plotly [39] 13246 2337 5849 

seaborn [38] 10582 1719 3130 

altair [42] 8181 724 3460 

folium [45] 6174 2188 1663 

ggplot [46] 3645 585 256 

plotnine [41] 3423 196 1929 

pygal [43] 2532 407 1018 

geoplotlib [44] 985 174 159 

Note: Data collected till 14 February 2023. 

Table V compares various data visualization 

libraries which are available in Python. This 

comparison is based on the plot/chart types available 

in these libraries. Kindly note, if in the table below 

any entry is marked as N, it doesn’t mean that this 

type of chart or plot is not created through this 

library. If we want, we can access the functionality 

of that plot type by writing a few lines of code. 
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Table V: Data visualization libraries comparison. [37, 38, 39, 40, 41, 42, 43, 46] 

Supported Plot matplotlib seaborn plotly bokeh ggplot plotnine altair pygal 

Bar Graph Y Y Y Y Y Y Y Y 

Line Graph Y Y Y Y Y Y Y Y 

Dual Axis Chart Y N Y N N N Y N 

Area Chart Y N Y Y N Y Y N 

Stacked Bar Graph Y Y Y Y N N Y Y 

Mekko / 

MaosaicChart 

Y Y N N N N N N 

Pie Chart Y N Y Y N Y Y Y 

Scatter Plot Chart Y Y Y Y Y Y Y Y 

Bubble Chart N N Y N N N Y N 

Waterfall Chart N N Y N N N Y N 

Funnel Chart Y N Y N N N Y Y 

Bullet Chart Y N Y N N N Y N 

Heat Map Y Y Y Y N N Y N 

Pair Plot N Y N N N N N N 

Regression Plot N Y Y N Y N Y N 

3D Y Y Y N N N Y N 

Joint Plot N Y N N N N N N 

Tree Map Y N Y N N N N Y 

Venn Diagram Y N N N N N N N 

Radar/ Spider/ 

Polar Chart 

Y N Y N N N N Y 

Lollipop plot Y N N Y N N N N 

Histogram Y Y Y Y Y Y Y Y 

Violin Y Y Y N N N Y N 

Box Plot Y Y Y Y N Y Y Y 

Hexbin plot Y N Y N N N N N 

Swarm plot N Y N N N N N N 

Count plot N Y N N N N N N 

Strip plot N Y Y N N N N N 

Boxen Plot N Y N N N N N N 

Point plot N Y N N N N N Y 

Dist/ distribution 

plot 

N Y Y N N N N N 

Note: Y means direct function or method is available. N means direct function or method is not available.

III. CONCLUSION 

From above mentioned Tables I, II, III, IV and V, we 

conclude that data collection of Scrapy and Pattern are the 

most suitable libraries available in python but sometimes it 

depends on the requirement of the user or the platform from 
which we have to collect the data. But according to Github 

data we have now proposed that the textract and Scrapy are 

the most useful libraries. When we come to data processing 

or analysis phase pandas, numpy and scipy are the most 

demanding libraries having strong communities. But when 

we have to work on machine learning tensorflow is the most 

suitable. Whereas scikit-learn is useful for predictive 

analysis. For deep learning again tensorflow is most popular 

but keras, pytorch and cafee are very useful libraries. When 

we come to data visualization phase the one and only one 

library comes to mind which is matplotlib. We can represent 
our data in most of the plot types directly due to their methods 

availability in this library. Some plotting methods/functions 

which are not present in this, their functionality can be 

implemented by writing a few lines of code. We have 

proposed that bokeh and plotly also are popular among data 

science community for data representation. We suggest 

geoplotlib [44] and folium [45] for representing maps or 

geographical data. 
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