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Abstract - The early detection of COVID-19 is essential 

for decision-makers to develop effective containment and 

treatment plans. Traditionally, researchers interpret 

computer tomography (CT) scans or X-ray images in 

order to diagnose this disease. This study aims to 

demonstrate that deep learning models can be applied to 

three common medical imaging modes: X-rays, 

ultrasounds, and CT scans. This study employs and 

enhances four convolutional neural networks for 

coronavirus detection, including DenseNet121, 

ResNet101V2, NASNetMobile, and MobileNetV2. In this 

study, two main experiments were carried out. In the first 

experiment, a model was developed by combining 

imagery data to detect this virus. In order to determine 

which model performed the best, separate models were 

trained using different datasets in the second 

experiment. Because there were only so many photos 

accessible, data augmentation techniques were used to 

enhance the amount artificially. The results indicate that 

the proposed models effectively accomplished the task 

of classifying COVID-19. The accuracy rates achieved by 

the combined model, utilizing DenseNet121, 

ResNet101V2, NASNetMobile, and MobileNetV2, were 

88.21%, 93.02%, and 88.89% respectively. When using the 

combined imaging dataset, the CNN model employing 

 
*Corresponding author, email: uhayat.buic@bahria.edu.pk, ORCID: 0000-0002-1677-0144 
Hamza Youns, is with School of Electrical Engineering and Computer Science, National University of Science and Technology, Islamabad, 

Pakistan. (e-mail: myounis.msit18seecs@seecs.edu.pk). 
Safdar Abbas, is with School of Electrical Engineering and Computer science, National University of Science and Technology, Islamabad, 

Pakistan. (e-mail: safdar.abbas@seecs.nust.edu.pk). 
Umar Hayat was with Computer Science department, Bahria University, Islamabad, Pakistan (e-mail: uhayat.buic@bahria.edu.pk).  
Muhammad Hammad Musaddiq is with School of Information and Communication Engineering, University of Electronic Science and 

Technology of China, Chengdu, China.(e-mail: hammadmusaddiq@gmail.com). 
Adeel Hashmi was with Computer Science department, University of Leeds UK, Woodhouse, Leeds LS2 9JT, United Kingdom. (e-mail: 

adeel.hashmi@gmail.com). 

ResNet101v2 exhibited superior accuracy compared to 

NASNetMobile, DenseNet121, and MobileNetV2 models. 
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I. INTRODUCTION 

Over 6 million people have died as a result of this 

pandemic virus infection in the past two and a half 

years, infecting over 561 million people. As 

coronavirus changes with time, the effects persist even 

after the immunization process. A crucial method for 

early disease management [1] is still the early 

detection, isolation, and care of patients. Symptoms 

associated with COVID-19 are comparable to those of 

respiratory syncytial virus (RSV), influenza, and 

pneumonia, which also cause upper respiratory 

infections [2]. 

COVID-19 outbreak is commonly diagnosed using 

quantitative reverse transcription-polymerase chain 

reaction (qRT-PCR) [3], [4] and antibody testing [5]. 

The precision of the antibody method is doubtable; 

moreover, it provides faster results than the other 
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method. qRT-PCR gives more accurate results but 

takes a longer time. Hence, it’s not recommended for 

real-time use [6]. Following the outbreak, different 

machine learning and computer vision approaches 

were investigated for detection of COVID-19 using 

computed tomography (CT), X-ray, and ultrasound 

imaging. 

The virus detection method based on CT scans 

is labor-intensive, manual, and requires expertise. 

However, CT scanners are challenging to use since 

patients need to be moved to the CT scan room, the 

scanners need to be meticulously cleaned after each 

use, and the radiation dangers are increased [7]. In 

contrast, X-ray imaging is less expensive and 

frequently used to identify coronavirus and lung 

infections [8]. On the early COVID-19 X-ray images, no 

anomalies are evident [1]. 

As a result of its low risk of infection spread and its 
superior ability to identify virus lung disorders, ultrasound 
imaging is recommended as a tool for assessing virus 
lung conditions at the bedside. It costs more than an X-
ray, albeit [9]. Convolutional neural networks and deep 
learning neural networks have shown beneficial for 
numerous medical picture categorization applications 
[10], [11].  

Most of the existing studies only considered 

singular or two kinds of data sets for training and 

predicting COVID-19. This research aims to build a 

model to detect this disease using any input image, 

such as an X-ray, CT scan, or ultrasound. The following 

are the contributions of our study: 

• To combine and develop a dataset with X-ray, 

CT-scan, and ultrasound images. 

• Using the above-mentioned combined dataset to 

check how well transfer learning approaches deal 

with it to classify COVID and normal classes. 

• We propose a system capable of dealing with 

any image as an input. Separate systems for 

different types of image inputs are not necessary. 

• Comparing four deep learning models 

Resnet101v2, NASNetMobile, Mobinetv2, and 

DenseNet121 for our demonstration. 

Following the introduction, we will present a brief 

history of related scholarly work and a description of the 

dataset and sources. We will then discuss the proposed 

methodology and compare the results with and without 

fine-tuning and pipeline flow. Finally, we will present our 

models' performance results with a discussion. 

II. RELATED WORK 

Early detection of anomalies in this global pandemic 

and tracking its progression is facilitated by computer-

aided detection techniques, potentially reducing 

mortality rates. We assessed several popular deep 

learning frameworks, such as MobileNet, DenseNet, 

Xception, ResNet, InceptionV3, InceptionResNetV2, 

VGGNet, and NASNet, for feature extraction and 

classification of COVID-19 cases [2]. Chest X-rays and 

CT scan images were utilized to gauge the 

effectiveness of our approach. Our findings revealed 

that employing a DenseNet121 feature extractor along 

with a Bagging tree classifier yielded the highest 

classification accuracy of 99 percent, with the hybrid of 

a ResNet50 feature extractor and LightGBM as the 

second-best learner. 

Furthermore, we illustrate how virus identification 

using images from prevalent medical imaging 

modalities—ultrasound, CT scans, and X-rays—can be 

achieved through transfer learning from deep learning 

models. Following a comparison of various deep 

learning architectures, we selected and optimized the 

VGG19 model for handling COVID-19 datasets. Our 

experiments demonstrated 100% precision with 

ultrasound images using a finely tuned VGG19 model 

on a high-performance computing system, 

outperforming X-rays (86% accuracy) and CT scans 

(84% accuracy). Additionally, we developed a 

computer-aided virus pandemic detection model 

utilizing chest X-ray images [12]. This model integrates 

diverse pre-trained models and employs an automatic 

encoder and a feedforward neural network for 

dimensionality reduction and disease identification. 

Trained on 504 COVID images and 542 non-COVID 

images from publicly accessible datasets, our proposed 

method combines InceptionResNetV2 and Xception, 

achieving accuracy rates of 95.78% and 98.21% using 

sparse autoencoders for dimensionality reduction.The 

author investigated using CNN for coronavirus disease 

identification [13]. In three Kaggle datasets and one 

Mendeley dataset, chest X-rays and CT scans of 

these disease patients, pneumonia patients, and 

healthy individuals were collected for this study. 600 

photos are randomly selected from each group and 

used for both datasets. Out of the 600 images, there are 

400, 100, and 100 shots for the training, validation, and 

test subsets, respectively. The InceptionV3, 

ResNet50V2, Xception, DenseNet121, MobileNetV2, 

and EfficientNet-B0 convolutional neural networks have 

been developed. A lightweight convolutional neural 

network, LightEfficientNetV2, has been developed as 

well. Based on the three data sets, the proposed model 

produced the best accuracy of 98.33 percent and 97.48 

percent on chest X-rays and CT scans, respectively. It 

also took less time to calculate and run than the original 

model. Compared to the related studies, Light-

EfficientNetV2 has fewer model parameters, but it could 

provide better accuracy. As a result, substantial work in 

this direction is required to advance. 

Currently, relatively few automated models can 
reliably identify the existence of the 2019 coronavirus 
disease outbreak using X-ray and CT-scan. Deep 
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transfer learning algorithms are being investigated by 
the authors for the prediction of virus infection based on 
chest computed tomography (CT) and X-ray images 
[14]. In CT scan, a total of 846 images were used for 
this study, while 657 chest radiograph images were 
collected from various publicly available sources. An 
actual set of images was used to pre-train six deep 
convolutional neural network (CNN) architectures, 
AlexNet, DenseNet, GoogleNet, NASNet-Mobile, 
ResNet18, and DarkNet. 

Three prediction tasks: detection of COVID-19 

compared to non-COVID-19 CT-scan, detection of this 

disease in contrast to unedited X-ray images, and 

detection of coronavirus in contrast to other viral 

pneumonia in X-ray images, are used to evaluate and 

test the models. For classifying the virus against normal 

versus other images, the models utilizing raw CT-

scan and X-ray data produced AUC values of 90.10% 

and 97.0%, respectively. COVID-19 can be 

distinguished, however, from non-COVID-19 using 

chest CT-scans and X-rays with the highest accuracy 

and AUC at 99.09% and 99.89%, respectively, 

according to the DarkNet architecture. This pandemic 

may be better understood with a larger cohort drawn 

from different regions of the world as well as more 

substantial clinical data. In addition to the study above, 

several publications have been made on computer-

aided virus identification. Coronavirus-developed 

models using an ensemble of CNNs for detection [15], 

[16].  Ten convolutional networks were used to detect 

the disease [17], [18]. In the proposed research, a new 

approach for feature selection was created by fusing 

the filter and wrapper approaches with ensemble 

learning for classification. A transfer learning method 

that modifies the previously trained network was 

developed [19]. Below is a brief comparison of several 

ways, and the strategy used in this experiment is 

also included in Table 1. 

III. METHODOLOGY 

Our study has developed a new method for detecting 

COVID-19 during pandemics using a step-by-step 

approach. Figure 1 illustrates the entire process. A 

dataset with different types of data was chosen to 

simulate real-world conditions. After verifying the 

dataset's reliability, we adjusted the scale so all the data 

was similar. In addition, all unusual data bits were 

handled properly. To find patterns in data, we used 

different pre-trained models. Based on the COVID-19 

data we collected earlier, we trained these models. 

Using reliable measurement methods, we thoroughly 

tested the effectiveness of our model. With this 

approach, we have a clear and organized way of 

establishing and checking a method to detect COVID-

19 in healthcare systems. 

A. Dataset 

Our dataset was created by combining different 

publicly available datasets. The combination of 

datasets refers to taking an equal number of images 

from each dataset (X-ray, CT scan, and ultrasound). 

X-ray dataset was provided in [23] [24] with more than 

3600 COVID images and normal images of around 

10,000. It’s a combination of X-ray datasets available 

online. This team collected images from different 

sources and stored them in a single place.  

TABLE 1. A Comparative Discussion on Literature Work. 

Moving on to the CT scan dataset, it is most difficult 

to obtain as hospitals don’t disclose these scans 

publicly; hence, very little publicly available data is 

found. The COVID-19 patient's scans and 397 normal 

person scans were provided by [25]. 

 

FIGURE 1. Methodology for Developing COVID-19 Detection 
System using Deep Learning 

Authors Approaches Accuracy Hybrid 
Dataset 

Horry et al. [1] VGG19  
model 

0.86 No 

Tahamtan et.al. 
[3] 

CNN 0.91 No 

Al Rahhal et al. 
[6] 

Vision 
Transformer

s 

0.96 No 

Chaddad et.al. 
[14] 

CNN 0.90 No 

Huang et al. [13] CNN 0.97 No 

Muhammad et.al. 
[20] 

CNN 0.95 No 

Baltazar et.al. [21] InceptionV3 0.91 No 

Xuehai He et.al. 
[22] 

Self-Trans 
Approach 

0.93 No 

Proposed 
Solution 

Transfer 
Learning 

0.93 Yes 
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The ultrasound dataset has been updated regularly 

and is available on Git Hub. Due to the abundance of 

data available there, we were able to extract images 

from videos. In total, 800 images of COVID-19 were 

collected, while 1200 images of normal people were 

collected. 

X-ray and ultrasound images are more abundant 

than CT-scan images, so it is necessary to use 

balanced images for all three medical data images. We 

removed bias from each dataset and took 349 images 

from each dataset containing approximately 1047 

Coronavirus disease images and 1047 normal images. 

Sample images from each type of medical data are 

shown in Figure 2. 

B. Proposed Methodology 

Multiple steps were performed to detect this disease 

outbreak after collecting the Ultrasound, X-ray, and CT 

scan imagery data. In this frame of reference, the first 

image pre-processing was performed; before 

processing, dataset images were resized to 224 by 224 

pixels, corresponding to the pre-trained model's input 

size. Two experiments were conducted on these three 

datasets. As shown in Figure 3, the experiments were 

conducted according to the proposed methodology. 

In the first experiment, during experiment 1, we 
trained a combined model based on collecting all three 
medical data types. All three datasets are separated 
into two classes (normal and COVID-19), each stored 
in its folder. The combined dataset has 1047 images in 
the normal and COVID-19 classes. The integrated 
model divides each dataset into 20% for testing and 
80% for training. 

These two experiments used four transfer learning 
models. These models are MobileNetV2, 
NASNetMobile, ResNet101V2 and DenseNet. The pre- 
trained models have been fine-tuned to recognize 
classes not initially trained. Comparing this approach to 
feature-based transfer learning can improve accuracy. 
The output layer of the pre-trained model can be 
stripped off in several techniques [26], and the 
remaining network can be used to extract features [27], 
[28]. All weights are assigned randomly before the 
model is trained on its dataset, but the pretrained 
model's architecture is used [29]. New weights are 
added to the later layers of the model while the starting 
layers' weights remain the same. There may be a need 
to make several attempts to find the perfect match 
between frozen and retrained layers. To reduce the 
total number of parameters in the model to less than 
one million, we froze the weights of the first few pre-
trained layers and retrained the remaining layers due to 
the limited dataset and high image similarity.  

During the training process, a data augmentation layer 
was added to increase the number of images. The initial 
fully connected layer was replaced by a pooling layer 
with global averages, and a dropout layer was added 
before the classification layer, as shown in Figure 3. A 

transfer learning model was then used to preprocess 
the input layer and the layer for the transfer learning 
model [30].  

 

FIGURE 2. Dataset Samples. 

 

FIGURE 3. Methodology for Developing COVID-19 Detection 
System using Deep Learning. 

This study used an adaptive moment estimation 

(Adam) optimizer to train the suggested models 

throughout 50 epochs because of its superior 

convergence speed. In all trials, learning rates have 

been set to 0.0001 to ensure the best accuracy and 

shortest training time. Additionally, a softmax activation 

function converts the outputs into potential values, 
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enabling the model to choose one of the two classes as 

its output prediction. 

This work used a pre-trained model that included 

the MobileNetV2, ResNet101V2, NASNetMobile, and 

DenseNet models to conduct the experiments in three 

distinct configurations by varying the model's weight. 

The COVID-19 Ultrasound image dataset, the X-ray 

image dataset, and the CT-scan image dataset were 

then used to train and evaluate the suggested models. 

The upper layers are skilled at this time. The work then 

tweaks the current models to fine-tune other layers. 

The specifics of the layers and parameters are 

displayed in Table 2. 

TABLE 2. Models Comparison w.r.t Parameters and Layers. 

Model Number of Layers Parameters 

ResNet 101 v2 377 42,626,560 

MobileNet v2 154 2,257,984 

DenseNet 121 427 7,037,504 

NasNetMobile 769 4,269,716 

 

This work chooses to freeze the top layers and train 

the remaining layers of each model. The model 

performance of the four proposed models was then 

compared to one another. The best pre-trained model 

for the coronavirus pneumonia imaging dataset will then 

be determined through analysis. 

The ResNet-101 architecture can be represented 

symbolically as follows: 

[H ]y = F(x, {Wi,j}) + x          (1) 
Where: 

• x is the input feature map 
• F represents the residual function 

• {Wi,j } are the learnable weight parameters for 

the convolutional layers 

• y is the output feature map 
 __________________________________ 

  Algorithm 1. ResNetV101 Architecture  

Input: Input image x, Number of classes C 

Result: Predicted class probabilities 

1 Initialize convolutional layers; 

2 for layers in 1 to 101, do 

3 if the layer is a residual block, then 

4 y = ResidualBlock(x); 
5 end 

6 else 

7 y = ConvolutionLayer(x); 
8 end 

9 x = y; 
10 end 

11 Global average pooling; 

12 Fully connected layer with C units; 

13 Softmax activation; 

14 return Predicted class probabilities;

 

The second experiment involved training separate 

models for all three datasets. Three datasets are 

organized into folders containing two classes (normal 

and COVID-19). There are 330 images each in the 

normal and COVID classes for all datasets. In 

addition, we divided each dataset into 80/20 training 

and testing portions. We used a learning rate (lr) of 

0.00001 to fine-tune the algorithm, optimization 

parameters ADAM and epochs 30, and loss function 

binary cross-entropy. The number of layers for each 

model is shown in Figure 4. 

 

FIGURE 4. Number of Layers in Different Models. 

 

IV. RESULTS 

The following section describes and analyzes the 

results of the experiments used to evaluate the 

proposed pipeline. Regarding the evaluation measures, 

we report and discuss the average and detailed results 

values. The accuracy, precision, and recall 

performance metrics are used to evaluate the 

algorithms' performance. Below is the categorization 

report for each of the four models included in Tables 3, 

4, 5, and 6.  

TABLE 3. Classification report for MobileNetV2. 

Analysis Precision Recall F1-
Score 

Support 

0 0.90 0.88 0.89 297 

1 0.88 0.90 0.89 297 

Accuracy   0.89 594 

Macro 
Avg 

0.89 0.88 0.89 594 

Weighted 0.89 0.89 0.89 594 
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Avg 

The ResNet model performed best of all four pre-
trained models when binary cross-entropy losses were 
used as losses. We were able to achieve 93.3% 
accuracy using ResNet. As shown in Figure 5, the 
accuracy loss graphs of DenseNet121, ResNet101V2, 
MobileNetV2, and NASNetMobile have improved, both 
in accuracy and loss reduction, after fine-tuning. 

 
 

FIGURE 5. Accuracy and loss curve of ResNet101v2. 

The four models used gave quite effective results when 
used separately with X-ray, CT-scan, and Ultrasound 
images and with the merged dataset. Table 7 depicts a 
detailed comparison of the models based on the 
evaluation metrics. The table describes the results of the 
performance measures combined with X-ray, CT-scan, 
and Ultrasound images that were later implemented on 
the CNN models. 

TABLE 4. Classification report for ResNet101V2. 

Analysis Precision Recall F1-
Score 

Support 

0 0.92 0.94 0.93 297 

1 0.94 0.92 0.93 297 

Accuracy   0.93 594 

Macro 
Avg 

0.93 0.93 0.93 594 

Weighted 
Avg 

0.93 0.93 0.93 594 

TABLE 5. Classification report for DenseNet121. 
TABLE 6. Classification report for NASNetMobile. 

Analysis Precision Recall F1-
Score 

Support 

0 0.83 0.96 0.89 297 

1 0.96 0.80 0.87 297 

Accuracy   0.88 594 

Macro 
Avg 

0.89 0.88 0.88 594 

Weighted 
Avg 

0.89 0.88 0.88 594 

Table 7 shows the results with X-ray, CT-scan, and 

Ultrasound images separately implemented on the 

ResNet101V2 model. Since the results produced by 

ResNet101V2 were more reliable and outperformed 

every other model, we applied every data separately to 

test the outcomes. 

TABLE 7. Results of ResNet 101 V2 on Separate Images Dataset 
for COVID-19. 

Analysis Accuracy Precision Recall F1-
Score 

ResNet 
101 V2 with 

CT-scan 

0.84 0.86 0.85 0.85 

ResNet 
101 V2 with 

X-ray 

0.94 0.93 0.92 0.92 

ResNet 
101 V2  

with 
Ultrasound 

0.99 0.99 0.99 0.99 

The ResNet101V2 model with the merged dataset of 
X-ray, CT-scan, and Ultrasounds gave an accuracy of 
93.3%, much higher than the rest of the models. ResNet 
101V2 was picked to run with the same images 
separately, such that each time, the model deals with a 
single type of image, such as an X-ray, CT scan, or 
ultrasound. When applied separately, the model gave 
the best outcome with ultrasound images, an accuracy 
of approximately 99.24%, nearly 100. It gave good 
results with X-ray, too, with an accuracy of 94.42%. 
Hence, it is quite reliable if it deals with more combined 
data. 

V. CONCLUSION 

This research has been developed with the 

capability to predict COVID-19 using diverse image 

inputs. Through comparative analysis of pre-trained 

models, ResNet101v2 has been identified as the 

optimal choice, achieving an accuracy of 93.26%, 

surpassing alternative models. This endeavor 

introduces an innovative approach, establishing a 

precedent for subsequent investigations in this domain. 

It is noteworthy that the devised approach adopts a 

hybrid methodology. Ultrasound images have 

Analysis Precision Recall F1-Score Support 

0 0.86 0.94 0.90 198 

1 0.94 0.84 0.89 198 

Accuracy   0.89 396 

Macro Avg 0.90 0.89 0.89 396 

Weighted 
Avg 

0.90 0.89 0.89 396 
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demonstrated exceptional promise, yielding an 

impressive accuracy of 99% in an independent model 

evaluation. Consequently, prioritizing ultrasound 

images is advisable, given their considerable positive 

influence on model performance. Following this, X-ray 

images exhibit a 94.42% accuracy, while CT-scan 

attains 84.84%. These modalities are valuable 

substitutes when ultrasound imaging facilities are not 

readily accessible. The findings advance COVID-19 

diagnosis through image analysis and suggest a 

promising avenue for future research and innovation 

within this emerging field. 

VI. FUTURE WORK 

In the future, results can be improved by tuning the 

hyperparameters of pre-trained models, which require 

a lot of time, effort, and hardware dependencies. We 

can also compile a bigger dataset and use that to 

evaluate the models. In addition, GPU-based models 

can improve accuracy since this experiment used only 

CPU-based pre-trained models. 
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