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MASKED FACE RECOGNITION ATTENDANCE SYSTEM USING A 
MODIFIED CONVOLUTIONAL NEURAL NETWORK
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Abstract – In this paper, a masked face recognition 

based attendance system is developed by modifying a 
version of convolutional neural network (CNN). In this 
regard, a Support Vector Machine is integrated in the CNN 
to replace its original Softmax classifier to perform the 
task. The performance of the modified CNN in recognizing 
masked faces in a 5-fold cross validation was compared 
that of other CNNs. The experimental results show high 
effectiveness of the proposed CNN (i.e.  98.92%) in 
recognizing masked faces for recording attendance.  

Keywords: Deep Learning, Convolutional Neural Network, 

Support Vector Machine, Masked Face Images 

I. INTRODUCTION 

The attendance system was introduced in the 
workplace for a very long time. It is used to track a 
particular person’s attendance and record the arrival 
time, break time, and knock off time. The purpose of 
recording time is to calculate the total number of working 
hours and make payments for the employer based on 
the recorded working hours. An advantage of 
attendance system is that the system can be used to 
record the attendance while saving human resource at 
the same time. Besides that, the system also can reduce 
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human error when recording the attendance and 
calculating the total number of working hours.  

In the early days, the attendance records were taken 
manually using paper and pen. It was a very time 
consuming process to record all attendances in a 
company. To overcome this problem, a punch card 
attendance system was introduced. One of the most 
commonly used attendance systems around the world 
is the manual punch card attendance system [1]. This 
system requires an employee to punch a time card upon 
arriving at the company and punch the time card again 
before leaving working place. The total working hours 
and overtime hours are manually added on a master 
time sheet by the administration where the sheets are 
referred to calculate the salary for each employee based 
on the recorded working hours. Unfortunately, this 
system has a disadvantage, i.e., the time card shall be 
changed every month after all slots have been filled. An 
enhanced punch card attendance system, which 
replaces the time card with Radio Frequency 
Identification (RFID) card, is introduced,. The RFID card 
attendance system works exactly as in the manual 
punch card attendance system that an employee is 
required to check in to work and check out before 
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leaving work place. Unlike the punch card system, this 
system uses the RFID technology to record the 
employee attendance [2]. Each employee is given an 
RFID card that contains the particulars of an employee. 
When the employee places the RFID card close to the 
machine, his/her attendance will be recorded in the 
system. Another type of attendance system is the 
biometrics attendance system where biometrics 
technology is used to record the employee attendance. 
All employees shall provide their biometrics such as 
fingerprint into the system before the system is used to 
recognize them for signing in attendances. This system 
is easy to use where a finger is simply put on the sensor 
and the attendance is recorded. It has overcome the 
problem of manually inserting the data into the system if 
the employee has forgotten to bring the card to the 
company. 

Nowadays, the face recognition technology has 
become the most famous biometrics verification around 
the world. It is widely used in many applications, such 
as system access verification, video monitor system, 
human computer interaction, network security, tracking 
employees or students’ attendance and so on. The face 
recognition technology has become popular due to its 
fast-processing speed and convenience for use [3]. The 
recognition process often takes only a few seconds 
which can save a lot of time in verifying a user’s identity. 
Besides that, the user only needs to look at the camera 
during the recognition process without performing any 
other actions. In view of these advantages, the face 
recognition system has been used in the attendance 
system to replace the older biometrics attendance 
system [4]. Before using this face recognition 
attendance system, an employee shall register for 
his/her identity by providing his/her face image; this 
image will be stored in a database. When the 
attendance system is in operation, the face image of an 
employee is captured at the entrance and this image is 
checked against the stored images using a face 
recognition module before identifying the employee and 
signing in attendance. There are several types of face 
recognition models and deep learning models that have 
been used to perform face recognition, which are listed 
in Table 1. Since the Covid-19 is spread around the 
world, a contactless face recognition attendance system 
is a feasibly set up in a company to replace the existing 
punch card attendance system that requires a physical 
interaction with employees. This system could prevent 
human contact that is helpful in reducing the risk of 
Covid-19 infection. The purpose of the research in this 
paper is to modify a deep learning model in data 
classification so as to investigate its ability in 
recognizing masked faces before signing in 
attendances. 

II. LITERATURE REVIEW 

A. Human Face Recognition Using Machine Learning 

Lung et al. [6] proposed a face recognition model by 
using K-Nearest Neighbours (KNN) and Support Vector 
Machine (SVM). The first process was to collect the 
dataset. Face images were cropped and resized to 

140x140. An ellipse mask with black background was 
assigned to process these images. This dataset 
contained the images of 52 persons where the number 
of images per person was 100. The next step is to 
perform features extraction from these images by using 
a ResNet-34, and the results were encoded in “pickle” 
files output vectors and labels. After that, 50 images per 
person were fed to the KNN and SVM to perform training 
and another 50 images per person were used for as a 
test dataset. The experimental results showed that the 
KNN and SVM model performed with a 98% test 
accuracy, the time taken for performing face recognition 
are 1.26 seconds and 1.13 seconds respectively.  Nasr 
et al. [7] proposed a face recognition system using a 
machine learning approach. This project consisted of 3 
phrases which were face detection, feature extraction 
and classification. First, the faces were detected using 
the viola Jones algorithms from the face database after 
cropping down face regions. The next step was to 
perform the feature extraction using Bag of Feature 
(BOF) to extract important features of the images. 
Those data were passed into a multi-class SVM to 
perform the classification on face images by using an 
error-correcting output code framework. The result of 
this experiment showed that the accuracy for face 
recognition using multi-class SVM was 99.21%. 

    

TABLE 1. Face recognition models. 

Type Description 

Haar Cascades [5] It works like a simple CNN (Convolutional 
Neural Networks) which extracts image 
features and choose the best features using 
Adaboost. 

Dlib Frontal Face 
Detector [5] 

It uses the Histogram of Oriented Gradients 
(HOG) to do the features extraction and 
forward those features to a support vector 
machine (SVM). 

Multi-task 
Cascaded 
Convolutional 
Networks [5] 

It obtains the candidate windows and their 
bounding box regression vector by using a 
fully convolutional network. It uses an on-
maximum suppression (NMS) to group the 
highly overlapped candidates. After that, 
these candidates will be passed to another 
CNN to reject the number of false positives 
and perform calibration of bounding boxes. 

DNN Face 
Detector in 
OpenCV [5] 

It is a Caffe model based on the Single Shot-
Multibox Detector (SSD) and the backbone 
of this model is using the ResNet-10 
architecture. 

Chawda et al. [8] proposed an SVM for face 
recognition. First, a database was collected by using the 
camera and Haar Cascade was applied to detect the 
human face. When the human face was detected, the 
images were captured and saved into the database. 
These images were converted into grey scale images. 
After that, the features of all these images were 
extracted using a Principal Component Analysis (PCA) 
algorithm. During feature extraction process, each of the 
face image was normalized by subtracting the mean 
face and each of this normalized face was a unique 
feature which was also called as eigenface. Next, these 
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eigenfaces were divided into training and testing sets.  
Features were learned from the training set using an 
SVM. The experiment showed that the number of 
eigenfaces could affect the accuracy of face recognition. 
If the number of eigenfaces increased, the accuracy of 
this model decreased. The accuracy of this model was 
99% when the number of eigenfaces was 75 and 97% 
when the number of eigenfaces was 150. Karthik and 
Manikandan [9] proposed a Relevance Vector Machine 
(RVM) classifier to solve the face recognition in a real 
time system. First, the face images were processed by 
using Viola Jones algorithms to perform face detection 
and capture the face in the camera frame. The 
Histogram of Oriented Gradient (HOG) method was 
applied on these images to perform features extraction. 
All images were resized into 128 x 128 pixels and then 
split into 4 x4 cells with a size of 32 x 32 pixels. After 
that, all images were passed to the RVM classifier to 
perform training and testing. In this project, three 
different RVM architectures were used, which were Half 
Against Half architecture (HAH), Hierarchical Tree (HT) 
architecture and One Against All (OAA) architecture. 
The accuracy results of OAA, HT, and OAA were 90%, 
94.5%, and 97% respectively. When running the face 
recognition process in real-time, the accuracy results 
were reduced to 81.25%, 87.5%, and 87.5% 
respectively. 

B. Human Face Recognition Using Deep Learning 

Winarno et al. [10] proposed a deep learning 
approach by combining Convolutional Neural Network 
with Principal Component Analysis (CNN-PCA) to 
perform face recognition. Winarno et al. [10] also used 
the Haar Cascade to capture face images. After face 
images were collected, they were normalized by a 
cropping technique and then resized. They were also 
converted from colour images into greyscale images 
wherein the brightness and contrast of those images 
were adjusted to improve the quality of greyscale 
images. All images were fed to a Convolutional Neural 
Network to build a 2D image reconstruction model to 3D. 
Next, the vector shape and texture were combined to 
generate a correlation point on the new face image that 
had similarities with initial image.  All these images were 
used to form a database for face recognition. Feature 
extraction on face images was performed using the PCA 
method. PCA was used to reduce the dimension of face 
image resolution. The last process was to perform 
classification by using the Mahalanobis distance 
method. This method was used to determine the 
similarity of the facial features between training and 
testing sets. The experimental results were between 
90% - 98% by using the CNN-PCA method.  

Qu et al. [11] proposed a deep learning recognition 
network by using a CNN. The face database used in this 
project was collected from Carnegia Mellon University. 
The face images of 20 persons were collected where 
120 face images of each person were used for training 
and 50 face images of each person were assigned to a 
testing set.  All face images had a size of 32 x 32.  The 
face data were passed into a CNN network with 4 
hidden layers to perform training. These hidden layers 

consisted of 2 convolutional layers and 2 pooling layers. 
After performing 100 iterations, the recognition error rate 
was reduced to 0.75% and the accuracy of the face 
recognition was 99.25%. Qu et al. [11] also presented 
the results of PCA and Local Binary Pattern (LBP) of 
which the accuracy results were 91.6% and below 60% 
respectively. The experimental results showed that 
CNN achieved the highest accuracy in the study. 

Arsenovic et al. [12] proposed a CNN model to 
perform face classification in a face recognition 
attendance system. First, a database was collected by 
capturing the face images of a person at different 
positions. Since the datasets used in Arsenovic et al. 
[12] was small, a data augmentation technique was 
applied to the original images. The data augmentation 
technique was performed to increase the size of the 
dataset so that it could help to increase the accuracy of 
the proposed model. Arsenovic et al. [12] added noise 
to the original images and blurred the images to 
increase the number of images. Arsenovic et al. [12] 
also performed data augmentation using the Dlib library 
to locate the user’s face’s identity such as eyes, nose, 
mouth and so on. By locating the part on the user’s face, 
some of the accessories were added to the user’s face 
such as glasses to generate new images to include in 
the training set. After collecting the images, the CNN 
cascade was used to detect the user’s face region in the 
camera frame. After that, a pre-trained FaceNet network 
was used to perform the training with the dataset. Next, 
an SVM was applied to perform classification. The result 
of this experiment showed that the overall accuracy of 
this face recognition system was 95.02%.  

Lv et al. [13] proposed a CNN with Extend Local 
Binary Pattern (ELBP) and Deep Convolutional 
Generative Adversarial Network (DCGAN) for face 
recognition under different illumination conditions. The 
ELBP is a feature extraction method which performs 
computation in a short period of time. This ELBP is an 
improved version of the traditional LBP method. ELBP 
overcomes limitations of traditional LBP where the latter 
is not able to process images in different sizes and 
textures and is also not able to perform circular 
operation. Image data under different illumination 
conditions are available in a small amount. The DCGAN 
is proposed to create new data based on original images 
in a small dataset.  The intention of using DCGAN to 
increase the accuracy of face recognition. The D (i.e., 
discriminator) in the DCGAN represents a 4 layered 
CNN for which each layer is activated by the Relu 
activation function. The G (i.e., generator) in DCGAN 
represents another CNN of 4 convolutional layers 
wherein the normalization process and Relu activation 
function adjustment are performed. All face colour 
images were available in the same size (i.e., 64 x 64 
pixels) and converted into grey scale images. The ELBP 
was applied on these images to perform feature 
extraction. After that, all images were fed into the 
DCGAN to perform data generation and training. The 
test accuracy of DCGAN was 85%. 
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III. PROPOSED METHOD 

A CNN consists of two parts, which are the 
convolutional layers and fully connected layers. The 
convolutional layers are used to extract important 
features from the images whereas the fully connected 
layers are used to perform the classification based on 
the extracted features. In this project, three variants of 
CNN (namely, VGG16, VGG19, and MobileNetV2) are 
utilized. The face recognition process is performed by 
imposing transfer learning in VGG16, VGG19 and 
MobileNetV2. In this section, explanation for transfer 
learning, data augmentation, and the architecture of 
VGG16, VGG19 and MobileNetV2 will be provided. 

Transfer learning involves applying the knowledge 
learned by a machine/deep learning method from data 
in a source domain to solve a problem in a target domain 
[14]. Provided the tasks in the source and the target 
domains are closely related, in transfer learning, the 
model can use the knowledge learned from the previous 
task, and this knowledge is updated with information 
from a database of the new task. In this case, the model 
can learn the new knowledge faster. The widely used 
source domain in the transfer learning method is applied 
in computer vision is ImageNet, which is a huge dataset 
that contains a lot of images defined in many categories. 
The ImageNet consists of more than 14 million images 
that belong to 1000 classes. This ImageNet had been 
used to perform the transfer learning in many CNN 
models such as VGG16, VGG19, MobileNetV2, 
ResNet50, DenseNet121 and many other deep learning 
models. These pre-trained deep learning models can be 
applied to solve a different but related classification 
problem. These pre-trained models will apply the 
knowledge learned from the ImageNet to solve a new 
classification problem by updating them with the 
features from a new dataset. In a conventional 
machine/deep learning process, the model is built after 
learning knowledge of a task directly from a database; it 
is then applied to perform classification on provision of 
data from the same domain. Occasionally, pre-trained 
deep models are more efficient than their conventional 
counterparts in performing classification tasks. The 
VGG16 was introduced by Karen Simonyan and Andrew 
Zisserman from University of Oxford in 2014 [15]. It is a 
deep learning model used to perform classification on 
ImageNet. Experimental results showed that VGG16 
can achieve 92.7% test accuracy with the ImageNet 
dataset. This deep learning model is composed of 13 
convolutional layers, 3 fully connected layers, 5 max 
pooling layers and it performs image data classification 
by using a SoftMax classifier. When colour images (in 
RGB) in a size of 224x224x3 are available, they are 
processed through 2 convolutional layers, 1 max pooling 
layer, 2 convolutional layers and again followed by 1 
max pooling layer in VGG16. After that, the data is 
processed in 3 convolutional layers and followed by 1 
max pooling layer of VGG16 for 3 times before being 
processed at 3 fully connected layers in which the first 2 
fully-connected layers contain 4096 channels, and the 
last layer is a SoftMax that contains 1000 channels to 

classify those images in the ImageNet dataset. The 
VGG16 architecture is shown Figure 1. 

 

FIGURE 1.  VGG16 architecture [15]. 

VGG19 is a variant of the VGG model which has 16 
convolutional layers, 5 max pooling layers, 3 fully 
connected layer, and lastly a SoftMax classifier [15]. 
Similar to VGG16, the input size of an image required to 
pass to the convolutional layers of VGG19 is 
224x224x3. These images go through 2 convolutional 
layers and then 1 max pooling layer. The images are 
processed in another 2 convolutional layers and 
followed by a max pooling layer in one pass, and 
subsequently in 4 convolutional layers and 1 max 
pooling layer for 3 times. The features from the last max 
pooling layers are sent to 3 fully connected layers where 
the last fully connected layer is a SoftMax. The VGG19 
architecture is shown in Figure 2. 

 

FIGURE 2.  VGG19 architecture [15]. 

MobileNetV2 is an improved version of deep neural 
network from MobileNet [16]. This CNN consists of 53 
layers. It is designed for use in mobile devices that 
consumes less computing resources but still can 
perform with good classification performance. 
MobileNetV2 uses depthwise separable convolutions to 
replace the fully convolution operator. Depthwise 
separable convolutions perform convolutions into 2 
layers. The first layer is named as depthwise 
convolution that conducts lightweight filtering on a single 
input data channel. The second layer is called pointwise 
convolution that performs 1 x 1 convolution. The main 
function of this layer is to construct a new feature based 
on input channel properties. A standard convolution 
operator takes an input tensor of size ℎ𝑖  ×  𝑤𝑖  ×  𝑑𝑖 and 

implements a convolutional kernel 𝐾 ∈  𝑅𝑘 × 𝑘 × 𝑑𝑖 × 𝑑𝑗 to 
generate an ℎ𝑖  ×  𝑤𝑖  ×  𝑑𝑖  output tensor. The 
computational cost of this convolution layer is 
ℎ𝑖  . 𝑤𝑖  . 𝑑𝑖  . 𝑑𝑗  . 𝑘 . 𝑘 . In MobileNetV2, the depthwise 

separable convolution performs a regular convolution 
operation at a lower cost, ℎ𝑖  . 𝑤𝑖  . 𝑑𝑖(𝑘2 +  𝑑𝑗) . The 

computational cost of 3 x 3 depthwise separable 
convolution in MobilenetV2 is reduced around 1/8 or 1/9 
from the cost of the standard convolution is applied. The 
accuracy of MobileNetV2 decreases slightly from that of 
MobileNet.MobileNetV2 also uses the inverted residuals 
due to the usage of depthwise separable convolution. 
To gain extra features, the inverted residuals module’s 
input will increase the channel through 𝑖 ×  𝑖 
convolution. After that, the 3 ×  3 convolution is used to 
extract features and 𝑖 ×  𝑖  pointwise convolution is 
applied to compress channel number. SVM is a machine 
learning algorithm that is used for handling classification 
and regression problems [17]. In many circumstances, 
SVM is used to solve the classification problem. It will 
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find out the hyperplanes in an N-dimensional space 
(where N represents the total number of features) that 
can best classify data. The hyperplanes in the SVM are 
the decision boundaries which are referred to classify 
data points. The main purpose of SVM is to maximize 
the margin between data points and the hyperplane. 
Hinge loss is a loss function that is used to maximize the 
margin. The formula of calculating the Hinge loss is 
shown as follows: 

𝑐 = {
0, 𝑖𝑓 𝑦 ∗ 𝑓(𝑥) ≥  1 

1 − 𝑦 ∗ 𝑓(𝑥), 𝑒𝑙𝑠𝑒   
 (1) 

When the predicted value f(x) and the actual value y of 
a data point x have same sign, the cost c is zero. If this 
is not the case, then SVM will need to determine the loss 
value. To make a balance between margin maximization 
and loss, a regularization parameter 𝜆 is added into the 
loss function. The loss function is defined as follows: 

𝑚𝑖𝑛𝑤𝜆 ∥ 𝑤 ∥2 +  ∑ (1 −  𝑦𝑖(𝑥𝑖 , 𝑤))𝑛
𝑖=1 (2) 

With loss function above, it uses the derivative with 
respect to the weight w to carry out gradients which are 
be used to update the weights. The formula of this 
gradient is shown as below: 

𝛿

𝛿𝑤𝑘

𝜆 ∥ 𝑤 ∥2= 2𝜆𝑤𝑘 

𝛿

𝛿𝑤𝑘
(1 − 𝑦𝑖(𝑥𝑖 , 𝑤))+ = {

0, 𝑖𝑓 𝑦𝑖(𝑥𝑖 , 𝑤) ≥ 1
−𝑦𝑖𝑥𝑖𝑘 , 𝑒𝑙𝑠𝑒

(3) 

If no misclassification occurs, the weight w will be 
revised by updating its existing value with the gradient 
from the regularization parameter only, as follows: 

𝜔 =  𝜔 −  𝛼 ∙ (2𝜆𝜔) (4) 

If the misclassification problem occurs, the existing 
weight will be updated with a term that combines the 
loss and the regularization parameter. The weight 
update when misclassification occurs is shown as 
follows:         𝜔 =  𝜔 +  𝛼 ∙ (𝑦𝑖  ∙  𝑥𝑖 − 2𝜆𝜔)(5) 

The proposed CNN models (i.e, VGG16, VGG19 and 
MobileNetV2) are separately applied as a feature 
extractor whereas SVM is applied as a classifier to 
replace the Softmax to perform masked face 
recognition. The implementation of the proposed model 
is as follows: 

1. Masked face image data are retrieved from the 
datasets and they are pre-processed. 

2. The dataset is split into 2 subsets, which are a 
training set and a test set. 

3. VGG16, VGG19 and MobileNetV2 are used to 
extract the features from the training dataset. 

4. The extracted features are passed to the SVM 
classifier to perform feature learning (or 
training). 

5. The performance of the proposed model is 
evaluated by using the test set. 

 
In this research work, three deep learning models 

(i.e., VGG16, VGG19, and MobileNetV2) adopting 

transfer learning are applied to classify user’s face with 
mask. By using the pre-trained weights, these deep 
learning models can perform feature extraction from the 
face masked dataset and an SVM classifier is applied to 
perform feature learning and then image classification. 

IV. EXPERIMENTAL RESULTS 

A. Dataset 

A face dataset consisting of 330 face images of 11 
persons who wore mask were collected. The image of a 
person who wore a mask was captured from 3 
directions, which were from front, left and right. To 
collect an adequate number of images, the image of 
each person who wore a mask at a direction was 
captured for 10 times. This dataset is organized in 11 
folders of facemask image data where each folder 
represents one person. Each folder was labelled with a 
number from 0 to 10. 

 
FIGURE 3.  Image samples. 

B. Data Preprocessing and Data Augmentation 

In this experiment, the computing procedure is 
divided into 3 parts, which are data augmentation, pre-
processing, and deep learning with VGG16, VGG19, or 
MobileNetV2. All images are pre-processed and then 
split into a training set and a test set. VGG16, VGG19, 
or MobileNetV2 is used to learn knowledge from the 
dataset through a transfer learning method. A test set is 
used to evaluate the classification performance of the 
trained model. Before performing data pre-processing, 
a data augmentation technique is applied on the dataset 
by flipping each image to the right side and increase the 
contrast of each image to increase the total number of 
images. The contrast of each image is also adjusted. All 
images generated by the data augmentation technique 
are saved in the same folder. All images in a folder will 
be converted into the RGB format in a size of 96x96x3. 
All images are shuffled before being divided into a 
training set and a test set in a 70:30 ratio. The next step 
is data normalization in which the pixel values of all 
images from the training and test sets are normalized 
into a value within a range between 0 and 1 by dividing 
each pixel value by 255. 

C. Results and Analysis 

In this experiment, the VGG16, VGG19 and 
MobileNetV2 are called from the Keras Application and 
the pre-trained weights from the ImageNet are used to 
perform transfer learning. The size of image data is 
reduced from 224x224x3 to 96x96x3; and these image 
data are used for training with the VGG16, VGG19 and 
MobileNetV2. The convolutional layer of these three 
deep learning models is kept unchanged but the last 
fully connected layer of each model, which is a Softmax, 
is replaced with SVM to perform feature learning and 
data classification.  In this work, the SVM kernel is set 
to a linear function. To evaluate the performance of the 
purpose model, a 5-fold validation technique had been 
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applied to evaluate the performance. The results had 
been shown in Table 2. 

TABLE 2. 5-Fold Average Testing Accuracy Result between 
VGG16, VGG19, MobileNetV2, VGG16 + SVM, VGG19 + SVM, and 

MobileNetV2 + SVM. 

Deep Learning Model Average Testing Accuracy 
Result 

VGG16 97.37% 

VGG19 96.59% 

MobileNetV2 98.25% 

VGG16 + SVM 81.75% 

VGG19 + SVM 83.16% 

MobileNetV2 + SVM 98.92% 

The results from Table 2 show that the MobileNevtV2 
+ SVM model has achieved the highest test accuracy 
(98.92%) among other deep learning models. In other 
words, the MobileNetV2 + SVM model can achieve a 
very high accuracy performance in recognizing masked 
faces. 

V. CONCLUSION 

This research work is aimed to investigate the 
effectiveness of three deep learning models (VGG16, 
VGG19 and MobileNetV2) that are each equipped with 
an SVM for recognizing mask faces before confirming 
individuals’ attendance. The results show high accuracy 
and thus, demonstrates the usefulness of MobileNet-V2 
+ SVM in recognizing masked face images of different 
individuals.  
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